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Abstract

Large language models (LLMs) have demonstrated remark-
able capabilities across various domains but remain suscepti-
ble to hallucinations and inconsistencies, limiting their relia-
bility. Retrieval-augmented generation (RAG) mitigates these
issues by grounding model responses in external knowledge
sources. Existing RAG workflows often leverage a single
vector database, which is impractical in the common setting
where information is distributed across multiple repositories.
We introduce RAGROUTE, a novel mechanism for federated
RAG search. RAGROUTE dynamically selects relevant data
sources at query time using a lightweight neural network
classifier. By not querying every data source, this approach
significantly reduces query overhead, improves retrieval ef-
ficiency, and minimizes the retrieval of irrelevant informa-
tion. We evaluate RAGRoUTE using the MIRAGE and MMLU
benchmarks and demonstrate its effectiveness in retrieving
relevant documents while reducing the number of queries.
RAGRoUTE reduces the total number of queries up to 77.5%
and communication volume up to 76.2%.

CCS Concepts: » Information systems — Retrieval mod-
els and ranking; Combination, fusion and federated
search; « Computing methodologies — Natural lan-
guage processing,.
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1 Introduction

Large language models (LLMs) have driven significant ad-
vancements across various industries and domains [4], in-
cluding natural language processing [19], healthcare [12]
and decision support systems [10]. Despite their widespread
adoption, it remains difficult to ensure the reliability of their
outputs [28]. One major concern is their tendency to hallu-
cinate, generating false or misleading responses with high
confidence, which diminishes their usability in critical appli-
cations [15]. Additionally, their responses can vary inconsis-
tently across queries, particularly in specialized or intricate
domains, often requiring the verification of responses by
domain experts [21].

A well-known method for enhancing the reliability of
LLM responses is to use retrieval-augmented generation
(RAG) [22]. RAG integrates LLM text generation with ex-
ternal information retrieval, enabling models to ground their
responses in credible sources. This approach first retrieves
relevant documents from an external database and then in-
corporates them into the LLM prompt before response gen-
eration. By leveraging external knowledge sources, RAG
allows LLMs to provide more accurate and contextually rel-
evant answers without requiring model parameter updates
through compute-expensive retraining or fine-tuning [26].

RAG workflows typically query embeddings from a single
monolithic vector database [20]. However, in many indus-
tries, it is natural for information to be scattered across multi-
ple repositories [5]. Medical professionals, for example, need
to retrieve patient records, clinical guidelines, and recent
research findings from multiple information systems [16].
Similarly, legal professionals must consult multiple indepen-
dent sources to build a case or provide legal advice. This calls
for federated RAG search, which is essentially a mechanism
that can query multiple data sources and aggregate relevant
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information [29]. Such a mechanism has multiple advantages
over using a single database. Firstly, it sidesteps the need
to move data to a central database, which might be compli-
cated due to regulatory constraints [18]. Secondly, it allows
for seamless extension of existing databases, without requir-
ing data migration or duplication across sites, since data
is represented by high-dimensional vectors, or embeddings.
Thirdly, it ensures that organizations can reuse their existing
infrastructure while enabling users to query multiple sources
efficiently, reducing storage overhead and maintaining data
consistency.

The effectiveness of federated RAG search depends on a
resource selection mechanism that decides which data stores
are most likely to contain relevant documents [31]. Without
such a mechanism, a RAG system would query all available
data sources indiscriminately, leading to several problems:
(i) obtaining information from irrelevant sources might in-
crease the chances for LLMs to hallucinate and reduce the
quality of the generated responses [31]; and (ii) the overhead,
in terms of communication volume and computational cost
of retrieving embeddings from every possible source can
be significant. This overhead becomes particularly problem-
atic in large-scale deployments, where response times and
cost-effectiveness are critical.

This work introduces RAGROUTE, a new routing mech-
anism that enables federated RAG search by dynamically
selecting relevant sources at query time. RAGROUTE is pow-
ered by a lightweight neural network classifier. RAGROUTE
first trains a neural network classifier on the characteristics
of available data sources, which is then used to route subse-
quent queries efficiently. This approach significantly reduces
the number of accessed nodes, thereby lowering resource
consumption while maintaining high retrieval quality. Thus,
RAGROUTE proactively learns a routing policy tailored to
the structure of the data sources and the nature of queries.

We evaluate the effectiveness and efficiency of RAGRoUTE
using two standard benchmarks: MIRAGE and MMLU. RA-
GRoUTE achieves high retrieval recall and shows excellent
performance in determining whether data sources are rele-
vant for a given query. Notably, RAGROUTE reduces the total
number of queries up to 77.5% and communication volume
up to 76.2%.

Our contributions are as follows:

1. We introduce RAGROUTE, a novel and efficient ap-
proach for federated RAG search (Section 3). At the
core of RAGROUTE lies a lightweight neural network
classifier that determines the relevance of each data
source and routes subsequent queries accordingly. This
sidesteps the need for a given user query to contact
all, possibly irrelevant data sources.

2. We implement RAGRoUTE and conduct an experimen-
tal evaluation (Section 4). Our evaluation with two
standard benchmarks demonstrates that RAGROUTE is
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Figure 1. The RAG workflow.

both effective and efficient, underscoring the potential
of our approach for federated RAG search.

2 Background and problem description

We first explain the RAG workflow and how RAG uses vector
databases. We then introduce the concept of federated search
and its associated challenges.

2.1 Retrieval-augmented generation (RAG)

RAG enhances the reliability of LLM responses by integrat-
ing retrieved information as part of the input (or prompt) [22].
Unlike traditional models that rely solely on pre-trained
knowledge stored in their weights, RAG retrieves relevant
external documents or data during inference, improving ac-
curacy and reducing hallucinations. This approach is partic-
ularly helpful for tasks requiring up-to-date information or
factual knowledge.

We illustrate the RAG workflow in Figure 1 which consists
of eight steps. At first, documents, videos, or other data are
split into chunks. Each chunk is then converted into a high-
dimensional vector using an embedding model (step 1). These
embeddings are then stored in a vector database (2). When a
user submits a query (3), it is transformed into an embedding
and passed to the retriever (4), which searches for the most
relevant stored embeddings (5) and retrieves the correspond-
ing data chunks (6). The retrieved context and the original
query are then fed into the LLM, which generates a response
grounded in the retrieved information (7). This enriched
query ultimately returns a more accurate and context-aware
answer to the user than when not using RAG (8).

The vector database is a specialized database designed for
similarity search, where queries are matched based on their
vector representations rather than exact keyword matches.
In the context of RAG, each document in the database is
first converted into a high-dimensional embedding using
a pre-trained machine learning (ML) model. By leveraging
embeddings, vector databases can capture the semantic sim-
ilarity between queries and documents, allowing for more
flexible and context-aware retrieval compared to traditional
keyword-based search methods [13]. When a query is issued,
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Figure 2. The relevance of different corpora in RAG when
answering questions, using question sets from MIRAGE.

it is similarly transformed into an embedding, and the data-
base retrieves the most relevant documents by performing a
nearest-neighbor search in the embedding space. This search
is typically accelerated using indexing techniques such as
approximate nearest neighbor (ANN) [23], enabling efficient
retrieval even with large data sources.

2.2 Towards federated RAG search

Federated search is a retrieval paradigm where a query is
executed across multiple independent data sources, aggregat-
ing relevant results without requiring data to be present in a
single database [29]. In the context of RAG, federated search
can enhance response accuracy by dynamically selecting
appropriate knowledge bases for a given query.

A key challenge in federated RAG search is determining
which data sources are relevant to a given query and re-
trieving information only from those sources. Not all data
sources contribute equally to the queries. We empirically
show this by analyzing chunk relevance using corpora and
questions from the MIRAGE benchmark. Figure 2 shows the
relevance of different corpora, highlighting the variability in
corpus relevance depending on the query. For example, the
bar corresponding to the MEDQA question set and the StaT-
PEARLS corpus shows a relevance score of 53.6%, meaning
that for 53.6% of queries in MEDQA, at least one chunk in
the retrieved relevant chunks originates from STATPEARLS.
While some corpora, such as PUBMED, consistently provide
valuable information for all question sets, relying on a single
corpus is often insufficient. Indeed, results from [34] demon-
strate that combining multiple corpora improves retrieval
performance. Corpora, such as STATPEARLS or WIKIPEDIA,
are useful in specific cases. The differences in corpus rele-
vance underscore the importance of adequate resource se-
lection for a given query.

One must strike a balance in the number of data sources
being queried. Over-selecting data sources can dilute rele-
vance by introducing potentially irrelevant data chunks in
the LLM prompt, making it harder for the LLM to extract use-
ful knowledge. Under-selecting data sources risks missing
critical information, particularly in domains where informa-
tion is distributed sparsely across multiple repositories. At
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the same time, we aim for the overall retrieval latency to be as
low as possible, ensuring timely LLM responses. Achieving
a good trade-off between retrieval efficiency and response
quality remains an open problem. Therefore, this work an-
swers the following question: how can we design an efficient
routing mechanism for federated RAG search that minimize
retrieval overhead while selecting relevant data sources?

3 Design of RAGROUTE

We now introduce the design of RAGRoOUTE. In the following,
we assume that there are n data sources that can contain
information relevant to a user query. First, we explain the
high-level workflow of RAGROUTE and then provide details
on how RAGROUTE selects which data sources to query.

3.1 RAGRouTE workflow

We visualize the RAGRouTE workflow in Figure 3, allowing
the querying of n distinct data sources. These data sources
can, for example, be distributed across different organiza-
tions. We show the components specific to RAGROUTE in the
dashed box. In line with existing RAG systems, the query by
a user (step 1) is converted into an embedding using an em-
bedding model (2). However, this query embedding is then
forwarded to a router, whose purpose is to decide which of
the n data sources are relevant. We detail the design of our
router in Section 3.2.

After determining the relevant data sources, we send a
query to these data sources with the vector embedding. Us-
ing top-k querying with n data sources results in m X k
retrieved embeddings, where m is the number of contacted
data sources (m < n) (4). We refine the results by selecting
the k embeddings closest to the query embedding (5). Using
these embeddings, we retrieve the associated data chunks
(6). Finally, the original user query and relevant data chunks
are fed to the LLM (7), and a response is generated (8).

3.2 Lightweight query routing with shallow neural
networks

To enable efficient retrieval across multiple data sources,
RAGROUTE uses a lightweight query router, implemented as
a shallow neural network (NN) with several fully connected
layers. This suffices to determine the relevance of each data
source before retrieval. Using a shallow NN is inspired by
practices in mixture of experts (MoE) models and ensembles.
MoE models leverage a small router function to decide which
subset of experts to activate [36]. Similarly, shallow neural
networks are used for decision-making in one-shot federated
ensembles [2]. This work applies similar ideas to selecting
relevant data sources in RAG.

3.2.1 Training phase. The RAGROUTE router learns to
make routing decisions by looking at query-data source rel-
evance, essentially replaying step 3-5 in Figure 3 for model



EuroMLSys ’25, March 30-April 3 2025, Rotterdam, Netherlands

.........................

Query
Query ¢\ Embedding !
 —Tar >

User

Embedding
Model @

.........................

>

Guerraoui et al.

Data

Embeddings @

m X k

AN
Dat A\
Retfile?/m & |/ —>» Response
5

Query

Figure 3. The workflow of RAGRoOUTE. The components specific to RAGROUTE are indicated in the box with the dashed
border. In contrast to existing RAG workflows that rely on a single data store, RAGROUTE enables efficient federated search by
using a lightweight router to determine relevant data sources during an inference request.

training. Specifically, we send a set of training query em-
beddings to all n data sources to obtain relevant embeddings
and reduce the obtained n X k embeddings to the top-k most
relevant ones, e.g., based on their distance to the query em-
bedding. k is a parameter chosen by the user that we use
for training and inference. RAGROUTE assigns a binary rel-
evance indicator to each query-data source pair based on
whether or not the merged top-k results contain embeddings
from a given data source. The model takes the following five
features as input: (i) the query embedding, (ii) the centroid
of the queried data source, (iii) the distance between the
query embedding and the centroid, (iv) the number of items
in the queried data source, and (v) the density of the queried
data source. The centroid, computed as the average vector
representation of all document embeddings in a data source,
summarizes its overall semantic content. The density of the
data source quantifies how tightly packed the document em-
beddings are around the centroid, indicating whether the
data source is highly specialized (high density) or more di-
verse (low density). A single routing model is then trained
using this data and the labels, allowing it to predict whether
a given data source is relevant for future queries.

3.2.2 Inference phase. Once trained, RAGROUTE uses
this model to efficiently route incoming user queries to rele-
vant data sources. We do an inference for each of the avail-
able data sources. The inference request for each data source
completes quickly (with sub-millisecond latency, see Sec-
tion 4.4) and can be done in parallel or in batches since they
are independent.

4 Evaluation

We implement RAGRoOUTE and evaluate its effectiveness and
efficiency !. Specifically, we measure (i) the effectiveness of
our routing mechanism in selecting relevant data sources
(Section 4.3), (ii) the reduction in the total number of queries
and communication volume (Section 4.4), and (iii) the im-
pact on end-to-end RAG accuracy compared to querying all
available sources (Section 4.5).

!https://github.com/sacs-epfl/ragroute.

4.1 Experimental setup

We next outline the details of the router model and datasets
used in our evaluation.

4.1.1 Router model. We use a three-layer fully connected
NN for routing. The network consists of two hidden layers:
the first hidden layer has 256 neurons, followed by Layer
Normalization, ReLU activation, and Dropout, while the sec-
ond hidden layer has 128 neurons, also followed by Layer
Normalization, ReLU activation, and Dropout. The output
layer consists of a single neuron that produces a raw logit
score, predicting whether the corpus is relevant to the given
query. The model is trained using Binary Cross-Entropy with
Logits Loss (BCEWITHLOGITSLOSS) with a positional weight
to address class imbalance. We use a cyclic scheduler for the
learning rate y, oscillating y between 0.001 and 0.005. Model
performance is evaluated on the validation set after each
epoch, and the best model is selected based on validation
accuracy. To train the model, we split training data at the
question level, with a train-validation-test split ratio of 30%-
10%-60%. Features are standardized using STANDARDSCALER
to normalize input distributions.

4.1.2 Datasets. We evaluate RAGROUTE with two com-
monly used benchmarks: MIRAGE [34] and MMLU [14].

MIRAGE is a benchmark designed to systematically evalu-
ate RAG systems for medical question answering [34]. It con-
sists of 7663 questions drawn from five widely used medical
QA datasets. We use MEDRAG as knowledge source, which
includes five corpora with data chunks related to health-
care [34]. For generating embeddings, we use MEDCPT [17],
a domain-specific model designed for biomedical contexts.
For retrieval, we use the INDEXFLATL2 index structure, pro-
vided by the FAISS library [8], ensuring exact search and
eliminating sources of approximation in our experiments.
We treat each corpus as a separate data source. To emulate
the setting with a single data source (conventional RAG) in
some experiments, all corpora are combined into a single
dataset, referred to as MEDCoRP. To run RAGROUTE with a
RAG pipeline, we adopt and extend the MEDRAG toolkit. As
LLM, we use the open-source LLaMA 3.1 Instruct model [9],
and use the OLLAMA framework for inference [25].
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Experiment Accuracy (%) Recall (%) F1-Score (%) AUC (%)

MIRAGE (Top 32)  85.63 £3.92 8547 +3.61 8579 £245  92.6 + 2.33
MIRAGE (Top 10) 87.3 £6.1 88.32+3.96 8543 +4.18 93.67 +3.33
MMLU (Top 10) 90.06 £5.04 76.23+6.64 7829759 92.88+3.29

Table 1. Classification metrics (averages and standard devi-
ations) for our router and for different experiments.

MMLU is a benchmark that evaluates LLM systems across
tasks ranging from elementary mathematics to legal reason-
ing [14]. We use ten subject-specific subsets of MMLU for
our experiments, with a total of 2313 questions. As a knowl-
edge source, we use a subset of the Wikimedia/Wikipedia
dataset, sourced from WIkIPEDIA and embedded using the
Cohere Embed V3 model [6]. From this dataset, we extract
one million snippets and cluster them into ten groups using
the k-means algorithm to simulate different data sources. Af-
ter clustering, we observe significant variance in the cluster
size, ranging from 49 397 to 148 341 snippets per cluster. We
use the same LLM as for the MIRAGE benchmark. To run
MMLU, we use the RQABENCH framework [30].

4.2 Hardware

We run our experiments on our university cluster?. Each
node has a NVIDIA A100 GPU and contains 500 GB of main
memory.

4.3 RAGROUTE routing effectiveness

We first explore the effectiveness of RAGROUTE routing,
regarding retrieval recall and classification performance.
Retrieval recall. Figure 4 shows the mean recall for MI-
RAGE (top 10 and top 32) and MMLU. For MIRAGE, we show
recall for different corpora and question sets; for MMLU,
we show recall for each data source. Recall is computed by
comparing the retrieved snippets for a question against the
set of relevant snippets across all data sources, to establish
a ground truth. The recall value indicates the proportion
of relevant chunks retrieved by each corpus when queried
independently. We also show the recall of RAGROUTE.
Figure 4 shows that for MIRAGE, PuBMED achieves high
recall across all benchmarks, while other corpora show vari-
able recall performance. No single corpus can reliably cover
all queries. For MMLU, the eighth cluster achieves a mean
recall of 49.4%, whereas all other clusters have a recall below
15.3%. RAGROUTE consistently achieves high recall across all
benchmarks: for MIRAGE, this is between 95.3% and 99.0%
for top-10 retrieval and between 96.7% and 98.5% for top-32
retrieval. For MMLU, we observe 90% recall overall. Thus,
our router is effective at retrieving relevant data chunks.
Classification performance. To further evaluate the
effectiveness of our router, we show its classification per-
formance in predicting corpora relevance for a given query.

ZSee https://www.epfl.ch/research/facilities/rcp/.
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Table 1 presents various classification metrics, i.e., accuracy,
precision, recall, F1-score, and AUC, for our three experi-
ments. In this context, recall refers to the performance of
the routing model in identifying relevant corpora, rather
than the recall of retrieved snippets within the retrieved con-
text. Similarly, accuracy refers to the classification accuracy
of the routing model, not the end-to-end LLM accuracy in
generating final responses.

We achieve relatively high accuracy for all experiments,
ranging from 85.6% for MIRAGE (Top 32) to 90.1% for MMLU.
The accuracy and recall for top-10 retrieval compared to top-
32 retrieval are slightly lower, possibly because this is a
more difficult classification problem. Finally, we observe that
recall and F1-score for MMLU are lower than those for MI-
RAGE, likely because relevant data sources in MMLU cover
a broader range of topics, making them less distinct com-
pared to the more structured and domain-specific nature of
MIRAGE’s medical dataset. Nevertheless, Table 1 shows that
our router is effective at determining relevant data sources.

4.4 RAGRovuTE efficiency gains

Next, we quantify the reduction by RAGROUTE in the number
of queries and communication volume.

Number of queries. Figure 5 shows the number of queries
for both benchmarks when querying all data sources (naive),
when querying relevant data sources (assuming ground truth
knowledge), and when using RAGROUTE (predicted). We
show these results for both benchmarks and for top-10 and
top-32 retrieval for MIRAGE. Figure 5 demonstrates that
the number of queries sent by RAGROUTE is significantly
lower compared to querying all data sources. In the top-32 re-
trieval setting and for MIRAGE, the reduction in queries sent
to data sources ranges from 28.93% for MEDQA to 69.5% for
PuBMEDQA. Routing achieves even greater efficiency gains
in top-10 retrieval settings, with reductions for MIRAGE
ranging from 39.9% for MEDQA to 71.3% for PUBMEDQA.
For MMLU, the reduction of RAGROUTE compared to naive
routing is 77.5%, reducing the number of queries from 13 890
to 3126. We further observe that the number of queries by
RAGROUTE approximates the optimal routing scenario, high-
lighting the effectiveness of our solution.

Communication volume. RAGRoOUTE also decreases
communication volume. For top-32 retrieval and MIRAGE,
this reduction ranges from 22.3% for MEDQA (200.0 MB —
155.4 MB) to 53.70% for PUBMEDQA (622.18 MB — 341.04
MB). In this setting, aggregating across all question banks,
routing reduces total data transfer by 41.13%, decreasing com-
munication volume from 1156.34 MB under the naive setting
to 680.72 MB. The gains in efficiency for the MMLU bench-
mark are more pronounced due to the increased number of
data sources, leading to a 76.2% reduction in communication
volume from 73.3 MB to merely 17.42 MB.

Inference time. The routing inference time is minimal in
terms of latency. Inference with a batch size of 32 completes
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Figure 5. The number of queries for both benchmarks and
for different routing strategies.

Corpus Top 32 Accuracy (%) Top 10 Accuracy (%)
No RAG 67.04 £ 7.66 67.04 £ 7.66
RAG (all corpora) 72.22 + 9.86 72.21 +10.33
RAGRoOUTE (our work) 72.24 + 9.36 72.00 + 10.57

Table 2. Mean and standard deviation of end-to-end RAG
accuracy for configurations with the MIRAGE benchmark.

within 0.3 milliseconds with an NVIDIA A100 GPU and 0.8
milliseconds with a AMD EPYC 7543 32-Core CPU. As such,
the overhead of routing has a negligible impact on the end-
to-end latency of queries. Because our router is lightweight,
it also suitable for usage on low-resource devices.

4.5 End-to-end RAG accuracy

Finally, we compute the average end-to-end accuracy of MI-
RAGE across top-10 and top-32 retrieval settings for different
corpora and for MMLU. The results for MIRAGE are shown
in Table 2. Without RAG, we achieve a 67.0% accuracy. When
using traditional RAG with a single database containing all
corpora, this accuracy increases to 72.22% and 72.21% for top-
10 and top-32 retrieval, respectively, surpassing all individual
corpora. We observe that using individual corpora, such as
STATPEARLS, can lead to a decrease in accuracy compared to
not using RAG (not shown in Table 2). This occurs because
the information from a single corpus is not always beneficial
for RAG, as also shown in Figure 2. When using RAGROUTE,

we achieve 72.24% and 72.0% accuracy. For the MMLU bench-
mark, we get 43.59% accuracy using a single database with
all the data and 43.29% accuracy using RAGRouTE. Thus,
RAGRoOUTE only has a marginal impact on achieved RAG
accuracy. These results further reinforce that querying all
corpora is not necessary for achieving high accuracy.

5 Related work

RAG with multiple data sources. Expanding the RAG
workflow to support multiple data sources is an emerging
area of research. FEB4RAG examines federated search within
the RAG paradigm and focuses on optimizing resource selec-
tion and result merging to enhance retrieval efficiency [31].
The underlying idea consists of introducing a dataset for
federated search and incorporating LLM-based relevance
judgments to benchmark resource selection strategies. No-
tably, the paper emphasizes the importance of developing
novel federated search strategies to enhance RAG effective-
ness. Salve et al. propose a multi-agent RAG system where
different agents handle the querying of databases with dif-
fering data formats (e.g., relational or NoSQL) [27].

Other approaches focus on privacy when querying data
sources across organizations. RAFFLE is a framework that
integrates RAG into the federated learning pipeline and lever-
ages public datasets during training while using private data
only at inference time [24]. C-FEDRAG is a federated RAG
approach that enables queries across multiple data sources
and leverages hardware-based trusted execution environ-
ments (TEEs) to ensure data confidentiality [1]. FRAG lever-
ages homomorphic encryption to enable parties to collabo-
ratively perform ANN searches on encrypted query vectors
and data stored in distributed vector databases, ensuring
that no party can access others’ data or queries [35]. These
schemes can benefit from RAGRouTE while ensuring privacy-
preserving federated search.

ML-assisted resource selection. ML models have been
explored to support resource selection in federated search [11].
Wang et al. propose a LLM fine-tuning method that predicts
the relevance of previously logged queries and snippets from
resources [32]. Arguello et al. leverage different features, e.g.,



Efficient Federated Search for Retrieval-Augmented Generation

the topic of queries, and train a classifier for resource selec-
tion [3]. Learn-to-rank approaches such as SVMRANK [7]
and the LambdaMART-based LTRRS [33] refine relevance
rankings by leveraging diverse feature sets. However, these
models typically are more computationally expensive than
the lightweight router used in RAGROUTE.

6 Conclusion

We introduced RAGROUTE, a novel and efficient routing
mechanism for federated RAG. By dynamically selecting
relevant data sources at query time using a lightweight neu-
ral network classifier, RAGRoUTE reduces query overhead
while maintaining high retrieval quality. Experiments us-
ing the MIRAGE and MMLU benchmarks showed that RA-
GRouUTE achieves high retrieval recall and superior resource
efficiency compared to querying all data sources. Depending
on the benchmark, our approach reduces the total number
of queries by up to 77.5% and communication volume by up
to 76.2%. Our results confirm that querying all data sources
is often unnecessary, underscoring the importance of query-
aware retrieval strategies in RAG workflows.
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