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Abstract

Retrieval-augmented generation (RAG) enhances the relia-
bility of large language model (LLM) answers by integrating
external knowledge. However, RAG increases the end-to-
end inference time since looking for relevant documents
from large vector databases is computationally expensive.
To address this, we introduce Proximity, an approximate
key-value cache that optimizes the RAG workflow by lever-
aging similarities in user queries. Instead of treating each
query independently, Proximity reuses previously retrieved
documents when similar queries appear, reducing reliance
on expensive vector database lookups. We evaluate Proxim-
ity on the MMLU and MedRAG benchmarks, demonstrat-
ing that it significantly improves retrieval efficiency while
maintaining response accuracy. Proximity reduces retrieval
latency by up to 59% while maintaining accuracy and lowers
the computational burden on the vector database. We also
experiment with different similarity thresholds and quantify
the trade-off between speed and recall. Our work shows that
approximate caching is a viable and effective strategy for
optimizing RAG-based systems.

CCS Concepts: • Information systems→Retrieval mod-

els and ranking; • Computing methodologies→ Natu-

ral language generation.

Keywords: Retrieval-AugmentedGeneration, Large Language
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1 Introduction

Large language models (LLMs) have revolutionized natural
language processing by demonstrating strong capabilities in
tasks such as text generation, translation, and summariza-
tion [1]. Despite their increasing adoption, a fundamental
challenge is to ensure the reliability of their generated re-
sponses [2]. A particular issue is that LLMs are prone to hallu-
cinationswhere they confidently generate false or misleading
information, which limits their applicability in high-stake
domains such as healthcare [3]. Moreover, their responses
can be inconsistent across queries, especially in complex or
specialized domains, making it difficult to trust their outputs
without extensive verification by domain experts [2, 4].

Retrieval-augmented generation (RAG) is a popular ap-
proach to improve the reliability of LLM answers [5]. RAG
combines the strengths of neural network-based generation
with external information retrieval. This technique first re-
trieves relevant documents from an external database based
on the user prompt and appends them to the user prompt be-
fore generating a response. RAG aids the LLM to use vetted,
flexible sources of information without the need to modify
the model parameters through retraining or fine-tuning [6].
Both user queries and documents are often represented as
high-dimensional embedding vectors, capturing semantic
meanings, and these embeddings are stored in a vector data-
base. Retrieving relevant documents involves finding em-
beddings in the database closest to the query embedding, a
process known as nearest neighbor search (NNS). NNS, how-
ever, becomes computationally expensive for large vector
databases [7, 8]. Thus, RAG can significantly prolong the
inference end-to-end time [9].

https://doi.org/10.1145/3721146.3721941
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To mitigate the latency increase of NNS, we observe that
user query patterns to conversational agents often exhibit
spatial and temporal locality, where specific topics may ex-
perience heightened interest within a short time span [10].
Similar queries are likely to require and benefit from the same
set of retrieved documents in such cases. Leveraging this,
we propose reducing the database load by reusing recently
retrieved results for similar past prompts. This approach
contrasts with conventional RAG systems that treat queries
independently without exploiting access patterns. However,
exact embedding matching is ineffective when queries are
phrased slightly differently, as their embeddings are unlikely
tomatch precisely.We introduce a novel approximate caching

mechanism incorporating a similarity threshold to address
this. Approximate caching allows for some level of tolerance
when determining relevant cache entries.

This work introduces Proximity, a novel approximate
key-value cache specifically designed for RAG-based LLM
systems. By intercepting queries before they reach the vec-
tor database and leveraging previously retrieved results for
similar queries, Proximity reduces the computational cost
of NNS and minimizes database accesses, effectively low-
ering the overall end-to-end inference latency of the RAG
pipeline. Specifically, we store past document queries in an
approximate key-value cache, where the key corresponds to
the embedding of a previous query, and the value is the set
of relevant documents retrieved for that query. When a new
query is received, the cache checks if it is sufficiently similar
to any of the keys. If so, the corresponding documents are
returned, bypassing the need for a database lookup. If not,
the database is queried for new results, the cache is updated
with the new query, and the RAG pipeline proceeds as usual.
The main technical challenge that this work addresses is
the design and parametrization of the cache, as there is an
inherent trade-off between accuracy and performance.

We implement Proximity and evaluate our system using
theMassiveMultitask Language Understanding (MMLU) [11]
and MedRAG [12] benchmarks, which are commonly used
to evaluate RAG frameworks. Our results show significant
speed improvements while maintaining retrieval accuracy.
Specifically, we find that Proximity reduces the latency of
document retrieval by up to 59% for MMLU and 70.8% for
MedRAG with no or only a marginal decrease in accuracy.
These results highlight the viability and effectiveness of us-
ing approximate caching to improve the speed of RAG-based
LLM systems.

Our contributions are as follows:

• We introduce Proximity, a novel approximate key-
value caching mechanism for RAG pipelines that lever-
ages spatial and temporal similarities in user queries to
reduce the overhead of document retrieval (Section 3).
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Figure 1. The RAG workflow.

Proximity includes a similarity-based caching strat-
egy that significantly lowers retrieval latency while
maintaining high response quality.
• We evaluate Proximity using two standard bench-
marks, demonstrating substantial improvements in
cache hit rates and query latency while maintaining
comparable accuracies (Section 4). We compare Prox-
imity against RAG-based solutions without such an
approximate caching mechanism. We systematically
analyze the impact of the cache capacity and similarity
tolerance, providing insights into optimizing retrieval
performance for workloads with differing characteris-
tics.

2 Background and preliminaries

We first detail the RAG workflow (Section 2.1) and then
outline the process to retrieve the documents relevant to a
user query (Section 2.2).

2.1 Retrieval-augmented generation

Retrieval-augmented generation (RAG) is a technique that
enhances the capabilities of LLMs by integrating information
retrieval before the generation process [5]. RAG typically
enables higher accuracy in benchmarks with a factual ground
truth, such as multiple-choice question answering [13].

Figure 1 shows the RAG workflow that consists of the fol-
lowing eight steps. Before LLM deployment, raw data (e.g.,
documents or videos) are first converted into chunks, and
each of these chunks is converted into a high-dimensional
embedding vector using an embedding model (step 1) and
stored in a vector database (2). When the user queries the
LLM (3), this query is first converted to an embedding vector
using the same embedding model as used for the indexing
and passed to the retriever (4). The vector database then
searches for embeddings close to the query embedding (e.g.,
using some distance metric, step 5) and returns the relevant
data chunks related to this embedding (6). These data chunks
and the user query are combined into a single prompt and
passed to the LLM (3 and 7). The LLM response is then re-
turned to the user (8).
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Figure 2. The design and workflow of the Proximity approx-
imate cache when receiving two subsequent, similar query
embeddings 𝑞1 and 𝑞2. 𝑞1 results in a cache miss whereas 𝑞2
results in a hit, returning similar document indices as for 𝑞1.

2.2 RAG vector search

The vector search during the RAG workflow (step 5) obtains
relevant embeddings from a vector database based on the
embedding vector of the user query. Vector databases are
databases that potentially store a vast amount of𝑛-dimensional
real-valued vectors and are optimized to solve the nearest
neighbor search (NNS), i.e., finding the 𝑘 elements contained
in the database that are the closest to a given query [14]. The
similarity metric to be minimized is typically L2, cosine, or
inner-product, and is fixed before deployment. This lookup
returns a ranked list of indices corresponding to resulting
embeddings, and these indices can then be used to obtain
the data chunks that will be sent along with the user prompt
to the LLM.
Due to the high dimensionality of embeddings and the

sheer volume of data in modern vector databases [15], per-
forming vector searches at scale poses significant compu-
tational challenges. NNS requires comparing query embed-
dings with millions or billions of stored vectors, which be-
comes expensive as the database grows [16]. Even with opti-
mized index structures such as asHNSW [17] or quantization-
based approaches [18], maintaining low-latency retrieval
while ensuring high recall remains difficult.

3 Design of Proximity

We mitigate the efficiency challenges associated with NNS
during RAG by designing a caching mechanism that reduces
the need for repeated NNSs by reusing previously retrieved
results for similar queries. Our design is motivated by the ob-
servation that user queries with conversational LLM agents
show spatial and temporal similarities [10]. However, tradi-
tional caching mechanisms, such as exact key-value stores,
are ineffective in the context of vector search due to the
nature of embeddings. User queries rarely produce identical
embeddings due to small variations in input phrasing, mak-
ing exact caches inefficient, as lookups would almost never
result in cache hits.

Instead, we leverage approximate caching in the context of
RAG document retrieval. Even if the data chunks retrieved

Algorithm 1: Proximity Search
State : similarity tolerance 𝜏 , cache capacity 𝑐 ,

vector database D, cache state C = {}
1

2 Procedure lookup(𝑞):

3 𝑑 = [distance(𝑞,𝑘) for 𝑘 in C.keys]
4 (𝑘𝑒𝑦,𝑚𝑖𝑛_𝑑𝑖𝑠𝑡) ←𝑚𝑖𝑛(𝑑)
5 if 𝑚𝑖𝑛_𝑑𝑖𝑠𝑡 ≤ 𝜏 then

6 return C[𝑘𝑒𝑦]
7 I ← D.retrieveDocumentIndices(𝑞)
8 if |C| ≥ 𝑐 then

9 // Evict an entry if cache is full

10 C.evictOneEntry()
11 C[𝑞] ← I
12 return I // Return retrieved indices

for a given query are not the most optimal results that would
have been obtained from a full database lookup, they can
still provide valuable context and relevant information for
the LLM, allowing the system to maintain good accuracy
while reducing retrieval latency. Our approximate cache is
parameterized with a similarity threshold 𝜏 . If the distance
between two query embeddings 𝑞1 and 𝑞2 is equal to or less
than 𝜏 , we consider these embeddings alike and return simi-
lar data chunks if they are available in the cache. Cache hits
thus bypass more expensive vector database searches. The
technical challenge lies in defining an effective similarity
threshold that maximizes cache hits without compromising
response relevance and finding the optimal cache size that
enables high cache coverage while still being computation-
ally attractive.

We now present the design of Proximity, an approximate
key-value cache designed to accelerate RAG pipelines. Prox-
imity is agnostic of the specific vector database being used
but assumes that this database has a lookup function that
takes as input a query embedding and returns a sorted list of
indices of vectors that are close to the query. In the following,
we first present the high-level process overview of retrieving
vectors with Proximity (Section 3.1). We then elaborate on
the parameters and components of our caching mechanism
(Section 3.2).

3.1 Retrieving relevant documents with Proximity

The high-level algorithm is described in Algorithm 1. We
also visualize the Proximity cache and workflow in Figure 2
with an example when sending two subsequent similar query
embeddings 𝑞1 and 𝑞2. Each key in the cache corresponds
to an embedding previously queried, while the associated
value is a list of the top-𝑘 nearest neighbors retrieved from
the database during a previous query. The cache has a fixed
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capacity of 𝑐 entries, which implies that, when full, an evic-
tion policy is applied to make room for new entries (see
Section 3.2.2).
When a user initiates a query, it is first converted into

an embedding vector by an embedding model. The retriever
(left in Figure 2) then forwards this query embedding, de-
noted as 𝑞1, to the Proximity cache (step 1 in Figure 2).
Proximity first checks whether a similar query has been
recently processed by iterating over each key-value pair (𝑘 ,𝑣)
of cache entries (line 3 in Algorithm 1). If the best match is
sufficiently close to the query, i.e., the distance between 𝑞

and 𝑘 is lower than some threshold 𝜏 , the associated retrieval
results are returned immediately (Lines 4-6), thus bypassing
the vector database. Otherwise, the system proceeds with
a standard database query (Line 7 in Algorithm 1). This is
step 2 in Figure 2 where we perform a lookup with 𝑞1 and
the vector database. The Proximity cache is now updated
with the resulting neighbor vector indices (in blue) from the
database lookup (step 3). Since the number of cache entries
might exceed the cache size, the eviction policy will remove
a cache entry if necessary (Lines 9-10). The cache is now
updated with the result obtained from the database (Line 11).
Finally, the vector indices are returned to the retriever (step
4 in Figure 2). We adopt the same distance function as the
underlying vector database to ensure consistency between
the caching mechanism and the retrieval process.

When another query embedding 𝑞2 arrives (step 5 in Fig-
ure 2), with a low distance to 𝑞1, Proximity first checks if
it is sufficiently similar to any stored query embeddings in
the cache. Suppose the similarity score is below the prede-
fined similarity threshold 𝜏 . In that case, the cache returns
the previously retrieved document indices associated with
the closest matching query, thus bypassing a lookup in the
vector database (step 6). Depending on the specifications of
the cache and workload, our approach can reduce retrieval
latency and computational overhead, especially in workloads
with strong spatial or temporal similarities.

3.2 Proximity cache parameters and components

We now describe the parameters and components of the
Proximity cache and discuss their impact on performance.

3.2.1 Cache capacity 𝑐. The cache has a capacity of 𝑐 en-
tries, which dictates the number of entries it will fill before
starting to evict old entries (i.e., the number of rows in Fig-
ure 2). This parameter poses a trade-off between the cache
hit rate and the time it takes to scan the entire set of keys.
A larger cache increases the likelihood of cache hits, allow-
ing the system to reuse previously retrieved data chunks
more frequently and reducing the number of expensive vec-
tor database lookups. However, increasing the cache size
also incurs (i) computational overhead as the cache must be
searched for similarity matches on each query and (ii) mem-
ory overhead since additional key-value pairs need to be

stored. This computational overhead is manageable since the
cache size is small compared to the full vector database. Our
current implementation does a linear scan over the keys in
the Proximity cache, resulting in a linear compute overhead
as 𝑐 increases. Even with a full linear scan over the cached
keys, we found the overhead to be negligible when compared
to a database query.

3.2.2 Eviction policy. When the cache reaches its maxi-
mum capacity, an eviction policy is required to determine
which existing entry should be removed to make space for
new ones.While numerous eviction strategies exist, we opted
for the FIFO (first-in, first-out) policy. It evicts the oldest en-
try in the cache, irrespective of how often or recently it
has been accessed. FIFO provides a simple and predictable
replacement strategy.

3.2.3 Distance tolerance 𝜏 . We employ a fuzzy matching
strategy based on a predefined similarity threshold 𝜏 to deter-
mine whether a cached entry can be used for a given query.
This threshold defines the maximum allowable distance be-
tween a query embedding and a cached query embedding to
be considered similar. The choice of 𝜏 directly impacts recall
and overall RAG accuracy. A low 𝜏 value enforces stricter
matching, ensuring that retrieved data chunks are highly
relevant but potentially reducing the cache hit rate, limiting
the benefits of caching. We note that 𝜏 = 0 is equivalent
to using a cache with exact matching. Conversely, a higher
value of 𝜏 increases cache utilization by accepting looser
matches, improving retrieval speed at the potential cost of
including less relevant data chunks. In our experiments, 𝜏 is
treated as a global constant, manually set at the start of each
evaluation. However, one might consider adaptive strategies
to dynamically adjust 𝜏 based on the characteristics of the
data chunks stored or on the patterns of queries sent to the
system. Exploring such adaptive mechanisms could further
optimize retrieval efficiency.

4 Evaluation

We implement Proximity and evaluate the effectiveness of
our approximate cache using two standard benchmarks. Our
experiments quantify the effect of the cache capacity 𝑐 and
similarity tolerance 𝜏 on the accuracy, the cache hit rate, and
the latency required to retrieve documents.

4.1 Implementation details

We implement Proximity in the Rust programming language
for efficiency and publish its implementation 1. The first-in,
first-out (FIFO) eviction policy is implemented using a grow-
able ring buffer from the Rust standard collection. For vector

1https://github.com/sacs-epfl/proximity.

https://github.com/sacs-epfl/proximity
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Figure 3. The accuracy (left), cache hit rate (middle), and latency of document retrieval (right), for different cache capacities
and similarity tolerances, for the MMLU (top) and MedRAG (bottom) benchmarks.

comparisons, our implementation makes use of portable-
simd2, an experimental extension to the Rust language that
enables ISA-generic explicit SIMD operations.

We expose bindings from the Rust cache implementation
to the Python machine learning pipeline using PyO33 (Rust-
side bindings generation) and Maturin4 (Python-side pack-
age management). These bindings streamline the integration
of our cache into existing RAG pipelines.

4.2 Experimental setup

To evaluate Proximity, we adopt and modify two exist-
ing end-to-end RAG workflows, instruct-qa5, as well as
MedRAG6, both from previous work on LLM question an-
swering [12, 19]. In our setup, all vectors are stored in main
memory without serialization to disk, which enables low-
latency access to them. We leverage the FAISS library [20]
for efficient approximate nearest neighbor search. For the
LLM, we use the open-source LLaMA 3.1 Instruct model [21],
which is optimized for instruction-following tasks.

Document source. For the MMLU benchmark, we use
the wiki_dpr dataset as a document source, which contains
21million passages collected fromWikipedia. The index used
is FAISS-HNSW, a graph-based indexing structure optimized
for fast and scalable approximate nearest neighbor (ANN)
search. For MedRAG, we use PubMed, which contains 23.9M
medical publication snippets, and the vector database is
served using FAISS-Flat. For both wiki_dpr and PubMed,
we embed each passage as a 768-dimensional vector.

2https://github.com/rust-lang/portable-simd
3https://docs.rs/pyo3/latest/pyo3/.
4https://www.maturin.rs.
5https://github.com/sacs-epfl/instruct-qa-proximity.
6https://github.com/sacs-epfl/medrag-proximity.

Queries. We construct and evaluate prompts using a
subset of the Massive Multitask Language Understanding
(MMLU) and PubMedQA datasets. MMLU is a comprehen-
sive benchmark designed to evaluate the knowledge and rea-
soning of LLMs across a wide array of subjects [11]. MMLU
is frequently used to evaluate the effectiveness of RAG, and
we leverage the subset of questions on the topic of econo-
metrics, containing 131 total questions. We specifically pick
this subset because it highly benefits from RAG. Similarly,
we select at random 200 vectors from PubMedQA to serve
as user queries.
To simulate similarity, we generate four variants of each

question by adding some small textual prefix to them and
we randomize the order of the resulting 524 questions for
MMLU and 800 for MedRAG.
Hardware. We launch our experiments in Docker con-

tainers, using 12 cores of an Intel Xeon Gold 6240 CPU and
300GB of allocated RAM per container.
Metrics. Our evaluation focuses on three performance

metrics: (i) The test accuracy of the entire RAG system, which
is computed as the percentage of multiple-choice questions
answered correctly by the LLM; (ii) The cache hit rate, which
is defined as the percentage of queries that find a sufficiently
similar match in the cache; (iii) The retrieval latency, which
is the time required to retrieve the relevant data chunks,
including both cache lookups and vector database queries
where necessary.

To ensure statistical robustness, we run each experiment
five times and with different random seeds. We average all
results and omit standard deviations as they are negligible.

4.3 Results

Our evaluation examines the impact of the cache capacity
𝑐 and similarity tolerance 𝜏 on the three metrics described

https://github.com/rust-lang/portable-simd
https://docs.rs/pyo3/latest/pyo3/
https://www.maturin.rs
https://github.com/sacs-epfl/instruct-qa-proximity
https://github.com/sacs-epfl/medrag-proximity
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above. We evaluate these metrics across different cache ca-
pacities 𝑐 ∈ {10, 50, 100, 200, 300} for both benchmarks. We
experiment with tolerance levels 𝜏 ∈ {0, 0.5, 1, 2, 5, 10} for
MMLU and 𝜏 ∈ {0, 2, 5, 10} for MedRAG. Figure 3 shows all
results.

4.3.1 Accuracy. Figure 3 (left) indicates that accuracy re-
mains relatively stable across different combinations of 𝑐 and
𝜏 , with values ranging between 47.9% and 50.2% for MMLU
(top row). Accuracy is slightly higher for low similarity tol-
erances 𝜏 = 0 (no cache) and 𝜏 = 0.5: approximately 50.2%.
Increasing 𝜏 slightly degrades accuracy, bringing it closer to
48.1%. This is because a higher similarity tolerance increases
the likelihood of including irrelevant data chunks in the LLM
prompt, negatively affecting accuracy. We observe similar
behavior in MedRAG (second row), which shows a more pro-
nounced accuracy drop between 𝜏 = 5 (88%) and 𝜏 = 10 (37%)
for the same reason. Increasing 𝑐 can lower accuracy, e.g.,
in MMLU for 𝜏 = 1.0, accuracy lowers from 50.2% to 49.8%
when increasing 𝑐 from 10 to 300. Interestingly, the highest
observed accuracies of 50.3% (for 𝜏 = 3, 𝑐 = 10 in MMLU)
and 88.1% (for 𝜏 = 5, 𝑐 = 100 in MedRAG) are achieved
with caching. This serendipitously occurs because the ap-
proximately retrieved documents prove more helpful on the
MMLU benchmark than the closest neighbors retrieved from
the database without caching (𝜏 = 0). In both scenarios, the
cache rarely decreases accuracy to the level of the LLM with-
out RAG (48% for MMLU, 57% for MedRAG), except when 𝜏
is too high (e.g., 𝜏 = 10 for MedRAG).

4.3.2 Cache hit rate. Figure 3 (middle) shows the cache
hit rate for different values of 𝑐 and 𝜏 for both benchmarks.
Increasing 𝜏 increases the hit rate. For 𝜏 = 0, there are no
cache hits, as queries need to be equal to any previous query.
However, for 𝜏 ≥ 5, hit rates reach 93% (MMLU) and 98.4%
(MedRAG), demonstrating that higher tolerances allow the
cache to serve most queries without contacting the database.
In this scenario, the cache prefers to serve possibly irrelevant
data rather than contact the database. Nevertheless, even
with such high hit rates, there is only a minor decrease in ac-
curacy for MMLU. Similarly, in MedRAG, despite the larger
drop in accuracy, a hit rate of 72.6% (𝜏 = 5, 𝑐 = 200) sustains
an accuracy close to the upper bound. Increasing the cache
capacity significantly improves the hit rate, i.e., for MMLU,
𝜏 = 2, and when increasing 𝑐 from 10 to 300, the hit rate
increase from 6.1% to 69.3%.

4.3.3 Query latency. Figure 3 (right) shows the retrieval
latency for different values of 𝑐 and 𝜏 . Latency reductions are
significant for configurations with high cache hit rates. For
𝜏 = 0 (no cache) and a cache capacity of 10, retrieval latency
can be as high as 101ms (MMLU) and 4.8 s (MedRAG). Re-
trieval latency quickly decreases as 𝜏 increases, which aligns
with the increase in hit rate; more queries are now answered
with results from the cache. Furthermore, increasing 𝑐 also

decreases retrieval latency, particularly for higher values of
𝜏 . Finally, we remark that the speedup gains by Proximity
increase as the latency of vector database lookups increases.
While our implementation keeps all vector indices in main
memory, other database implementations such as DiskANN
(partially) store indices on the disk, which increases retrieval
latency when not using Proximity further [22]. Thus, such
implementations would highly benefit from the speedups
enabled by Proximity.

4.3.4 Experimental conclusion. Our findings demon-
strate that Proximity effectively reduces retrieval latency
while maintaining competitive accuracy. This makes approx-
imate caching a viable optimization for RAG pipelines in
scenarios where queries exhibit spatial and temporal similar-
ity. In practical deployments, however, tuning the tolerance
parameter and cache capacity based on workload character-
istics will be critical to balancing performance and accuracy.

5 Related work

Improving RAG latency. Various strategies have been pro-
posed to decrease the retrieval latency of RAG. Zhu et al.
propose Sparse RAG, an approach that encodes retrieved
documents in parallel, thereby eliminating delays associ-
ated with sequential processing [8]. Sparse RAG reduces
overhead of the LLM encoding stage. RAGServe is a system
that dynamically adjusts parameters, such as the number
of retrieved text chunks, for each query [23]. The system
balances response quality and latency by jointly schedul-
ing queries and adapting configurations based on individual
query requirements. PipeRAG integrates pipeline parallelism
and flexible retrieval intervals to accelerate RAG systems
through concurrent retrieval and generation processes [9].
RAGCache is a multilevel dynamic caching system that or-
ganizes intermediate states of retrieved knowledge into a
hierarchical structure, caching them across GPU and host
memory to reduce overhead [24]. TurboRAG reduces the
latency of the prefill phase by caching and reusing LLM key-
value caches [25]. Cache-Augmented Generation is a method
that preloads all relevant documents into a language model’s
extended context and precomputes key-value caches, thus
bypassing real-time retrieval during inference [26]. Specula-
tive RAG improves accuracy and reduces latency by using
a smaller LLM to generate multiple drafts in parallel from
subsets of retrieved documents [27]. The above systems op-
timize different aspects of the RAG workflow and many of
them are complementary to Proximity.
Similarity caching. Beyond RAG, caching mechanisms

have extensively been explored to improve retrieval effi-
ciency in information retrieval systems [28]. Similarity-based
caching techniques increase throughput and reduce retrieval
latency by exploiting knowledge of the query distribution
and content similarity [29, 30]. This has been leveraged in
different domains such as image retrieval [31], distributed
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content networks [32] and recommendation systems [33].
Finally, Regmi et al. propose a semantic cache where user
queries are converted to embeddings and cached LLM re-
sponses are served for similar user queries [34]. Proximity,
on the other hand, focuses on the RAG document retrieval
by caching the retrieved documents.

6 Conclusion

We introduced Proximity, a novel caching mechanism de-
signed to enhance the efficiency of retrieval-augmented gen-
eration (RAG) systems. Our approach significantly reduces
retrieval latency while maintaining retrieval accuracy by
leveraging spatial and temporal similarities in user queries
to LLMs. Instead of treating each query as an independent
event, Proximity caches results from previous queries and
reuses them when similar queries appear. This caching re-
duces the computational load on the underlying vector data-
base and decreases the end-to-end latency of the overall
RAG pipeline. Our evaluation with the MMLU and MedRAG
benchmarks demonstrates that Proximity provides substan-
tial performance gains in scenarios where users repeatedly
query related topics. We conclude that our approximate
caching strategy effectively optimizes RAG pipelines, partic-
ularly in workloads with similar query patterns.
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