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Abstract—Decentralized learning (DL) is an emerging approach
that enables nodes to collaboratively train a machine learning
model without sharing raw data. In many application domains,
such as healthcare, this approach faces challenges due to the
high level of heterogeneity in the training data’s feature space.
Such feature heterogeneity lowers model utility and negatively
impacts fairness, particularly for nodes with under-represented
training data. In this paper, we introduce FACADE, a clustering-
based DL algorithm specifically designed for fair model training
when the training data exhibits several distinct features. The
challenge of FACADE is to assign nodes to clusters, one for each
feature, based on the similarity in the features of their local
data, without requiring individual nodes to know apriori which
cluster they belong to. FACADE (1) dynamically assigns nodes to
their appropriate clusters over time, and (2) enables nodes to
collaboratively train a specialized model for each cluster in a fully
decentralized manner. We theoretically prove the convergence
of FACADE, implement our algorithm, and compare it against
three state-of-the-art baselines. Our experimental results on three
datasets demonstrate the superiority of our approach in terms of
model accuracy and fairness compared to all three competitors.
Compared to the best-performing baseline, FACADE on the CIFAR-
10 dataset also reduces communication costs by 32.3% to reach
a target accuracy when cluster sizes are imbalanced.

Index Terms—decentralized learning, personalization, fairness,
data heterogeneity, feature heterogeneity

I. INTRODUCTION

Decentralized learning (DL) is a collaborative learning
approach that enables nodes to train a machine learning
(ML) model without sharing their private datasets with other
nodes [1]. In each round of DL, nodes first locally train their
model with their private datasets. According to a given com-
munication topology, updated local models are then exchanged
with neighbors and aggregated by each node. The aggregated
model is then used as the starting point for the next round. This
process repeats until model convergence is reached. Popular DL
algorithms include Decentralized parallel stochastic gradient
descent (D-PSGD) [1], Gossip learning (GL) [2], and Epidemic
learning (EL) [3].

Nodes participating in DL are likely to own data with
differing feature distributions [4]. For example, in a healthcare
scenario, feature heterogeneity may arise due to differences
in data acquisition, type of medical devices used, or patient
demographics [5], [6]. Consider a network of hospitals that
aims to train an advanced tumor detection model with DL. In
this scenario, two different brands of scanners are available on
the market, and each hospital uses one or the other. Due to
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slight differences in image acquisition processes, the feature
distributions of the scanned images will vary between hospitals,
most likely resulting in feature skew. For instance, features
such as the image quality or contrast between the tumor and
surrounding tissue may differ between the two types of scanners.
If one brand of scanners is more widespread, standard DL
approaches unfairly push the models towards the majority
distribution. As a result, hospitals in the minority distribution
exhibit low model utility, leading to diminished fairness.

We highlight the extent of this fairness issue through an
experiment in which we train an image classifier model
(LeNet [7]) using D-PSGD in a 32-node network on the CIFAR-
10 dataset [8]. For our experiment, we establish two clusters.
The first cluster, the majority cluster, consists of 30 nodes,
while the second cluster, the minority cluster, has two nodes.
We ensure a uniform label distribution, with each node having
an equal number of samples of each label. We create a feature
distribution shift by turning the CIFAR-10 images for the nodes
in the minority cluster upside down. Fig. 1 shows the averaged
test accuracy during training for the nodes in each cluster. We
observe a significant accuracy gap of more than 30% between
the two clusters, demonstrating that the model produced by
D-PSGD is much less suitable for nodes in the minority cluster.
This gap is often hidden in results when the global average
test accuracy is reported, as this metric is biased towards the
majority cluster due to their larger representation.

As ML-based decision systems become more prevalent and
are increasingly adopted, addressing fairness in DL and ML
as a whole is critical [9]. These systems must actively mitigate
biases that disproportionately harm minority groups [10]. In
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Fig. 1: The test accuracy of a model trained with EL on CIFAR-
10. Standard DL algorithms such as D-PSGD and EL results in
significantly lower accuracy for the two nodes in the minority
cluster compared to that of the nodes in the majority cluster.
The error bars indicate the standard deviation of test accuracy.
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our work, we emphasize that differences in feature distribution
should not degrade the prediction quality for nodes that have
equally contributed to the learning process. This is especially
crucial in high-stakes domains like healthcare, where the
decisions made by ML models can have significant real-world
consequences for individuals’ well-being.

To realize fairness in DL, we present FACADE (FAir
Clustered And Decentralized lEarning), a novel DL algorithm
designed specifically for settings where training data exhibits
two or more underlying features. In the presence of such feature
heterogeneity, our approach ensures fair predictions across all
nodes after model training. To our knowledge, we are the first
to address both model utility and fairness in DL settings.

The main idea behind FACADE is to group the nodes
into clusters based on their feature skew. The number of
clusters is a hyperparameter of FACADE, is apriori defined,
and should ideally match the number of distinct features in the
data. However, as we will experimentally show in Sec. V-F,
overestimating this number still yields good model accuracy. To
enhance fairness, nodes specialize their models on the feature
skew of their cluster while still collaborating with nodes outside
their cluster to achieve good model utility across clusters. This
collaboration dynamic allows nodes in a minority cluster to
maintain specialized models that perform well on their data
while also benefiting from the data of nodes in a majority
cluster. Since the data in DL is private and cannot be shared,
the key challenge lies in clustering the nodes as part of the
DL training process in a fully decentralized manner.

FACADE accomplishes this by splitting the models into two
parts: (i) the common collaborative core and (ii) a specialized
head. Each node maintains a single core and one head per
cluster. At the start of each training round, each node chooses
the head that, combined with the common core, shows the
lowest training loss on the current batch of training samples.
The chosen head is then trained along with the common core.
The trained parts of the model are shared and aggregated,
similar to DL algorithms like EL [3]. The dynamic topology
used in EL provides better mixing of core and heads as the
nodes aggregate models with varying nodes. The clustering
process is emergent, i.e., the nodes do not need to know which
cluster they belong to. As the training progresses, nodes with
similar feature distributions converge towards the same model
head. This allows the head to specialize in the cluster’s feature
distribution, resulting in better model utility and improved
fairness of predictions across the network.

We implement FACADE and conduct an extensive experi-
mental evaluation with three datasets (CIFAR-10, Imagenette
and Flickr-Mammals) and compare FACADE to three state-of-
the-art baselines (EL [3], DEPRL [11] and DAC [12]). Our
evaluation demonstrates that FACADE consistently outperforms
the baselines in terms of both test accuracy and fairness.
For example, FACADE with imbalanced cluster sizes achieves
superior test accuracy for minority clusters, with up to 60.0%
on the CIFAR-10 dataset, which outperforms the second-
best algorithm, DEPRL, which reaches 52.6%. In addition,
FACADE is communication-efficient and requires 41.3% less

communication volume than the EL baseline to reach a target
accuracy of 63% on CIFAR-10, when cluster sizes are balanced.
Our results underline the strength of FACADE in delivering high
model utility and fairness while also reducing communication
overhead.

Contributions. Our work makes the following contributions:
1) We introduce a novel DL algorithm, named FACADE,

designed to address fairness concerns in the presence of
feature heterogeneity (Sec. III). It ensures high fairness
through emergent clustering, based on feature skew, and
training specialized models with no additional commu-
nication overhead compared to standard DL algorithms
such as D-PSGD.

2) We prove the convergence of FACADE with an arbitrary
number of feature distributions into which the population’s
data is partitioned (Sec. IV). Our bounds depend on the
number of nodes, the regularity and smoothness properties
of local loss functions, the batch sizes used during local
training, and the degree of the random graphs sampled at
each communication round.

3) We experimentally evaluate FACADE against three state-
of-the-art baselines and datasets (Sec. V). Our results
demonstrate that FACADE results in high model utility for
all clusters and excels at maintaining fairness, even for
highly imbalanced scenarios where one group significantly
outnumbers the other.

II. BACKGROUND AND PRELIMINARIES

We first introduce decentralized learning in Sec. II-A and
then elaborate on the notion of fairness used in our work
in Sec. II-B.

A. Decentralized learning (DL)

We consider a scenario where a group of nodes, denoted
as N , collaboratively train a ML model. This is commonly
referred to as collaborative machine learning (CML) [13],
[14]. Each node i ∈ N has its private dataset Di, which
is used for computing local model updates. The data from
each node remains on the local device throughout the training
process. The training aims to determine the model parameters
θ that generalize well across the combined local datasets by
minimizing the average loss over all nodes in the network.

Decentralized learning (DL) [1], [15], [16] is a class of
CML algorithms where nodes share model updates with
neighboring nodes via a communication topology defined by
an undirected graph G = (N , E). In this graph, N is the set of
all nodes, and (i, j) ∈ E indicates an edge or communication
link between nodes i and j. In standard DL approaches, G
is static but may also vary over time [17]. DL eliminates
the need for centralized coordination, enabling each node to
collaborate independently with its neighbors. This decentralized
approach enhances robustness against single points of failure
and improves scalability compared to alternative CML methods
like federated learning (FL) [18].

Among the various algorithms, D-PSGD [1] is widely
regarded as a standard for performing DL. In D-PSGD, each
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node i starts with its loss function fi, initializing its local
model θ(0)i in the same way before executing the following
steps:

1) Local training. For each round 0 ≤ t ≤ T − 1 and each
epoch 0 ≤ h ≤ H − 1, initializing θ̃

(t,0)
i as θ

(t)
i , node i

independently samples ξi from its local dataset, computes
the stochastic gradient ∇fi(θ̃(t,h)i , ξi), and updates its
local model by setting θ̃

(t,h+1)
i ← θ̃

(t,h)
i −η∇fi(θ̃(t,h)i , ξi),

where η represents the learning rate.
2) Model exchange. Node i sends θ̃

(t,H)
i to its neighbors and

receives θ̃
(t,H)
j from each neighboring node j in G.

3) Model aggregation. Node i combines the model pa-
rameters received from its neighbors along with its
own using a weighted aggregation formula: θ

(t+1)
i =∑

{j:(i,j)∈E}∪{i} wjiθ̃
(t,H)
j , where wji is the (j, i)th el-

ement of the mixing matrix W . A typical strategy is
to aggregate the models with uniform weights from all
neighbors, including the local model.

Upon completing T rounds, node i adopts the final model
parameters θ

(T )
i , concluding the DL training process. The

pseudocode for D-PSGD is included in Appendix A.

B. Fairness in Collaborative Machine Learning

With the recent increase in focus on building ethical ML
models, formally ensuring the fairness of such models during or
after training has become an important research challenge [19].
In the context of CML, various methods for quantifying and
establishing fairness during model training have been explored
from a variety of perspectives [20]–[22].

Demographic parity (DP) [23] is one of the most popular
notions of group fairness used in ML to quantify the presence
of bias of any subgroup of the participating data in the outcome
of the trained model [24]–[26]. It formally ensures that the
different demographic groups present in a population (e.g.,
based on gender or race) receive positive treatment with equal
likelihood, i.e., P[Ŷ = y|S = 0] = P[Ŷ = y|S = 1] where Ŷ
denotes the variable representing the decision (label) predicted
by the model for a certain input, y is the corresponding positive
decision, and S = 0 and S = 1 denote the clusters where the
sensitive attributes of the input come from (e.g., representing
the majority and the minority in the population).

To quantify the overall fairness of a ML algorithm trained
for classification tasks w.r.t. DP across all classes, we consider
the sum of the absolute difference in DP across all possible
labels [27], [28]. In other words, setting Y as the space of all
possible labels that can be predicted, the overall DP across all
classes ensured by the algorithm is given as:∑

y∈Y

∣∣∣P[Ŷ = y|S = 0]− P[Ŷ = y|S = 1]
∣∣∣ . (1)

Equalized odds (EO) [24] is another widely used metric for
group fairness in decision-making algorithms and classification-
based ML [26], [28]. While the high-level goal of the EO
fairness metric is also to ensure that a model performs equally
well for different groups, it is stricter than DP because it

requires that the model’s predictions are not only independent
of sensitive group membership but also that groups have the
same true and false positive rates. This distinction is crucial
because a model could achieve DP, i.e., its predictions could be
independent of sensitive group membership but still generate
more false positive predictions for one group versus others.
Formally, an algorithm satisfies EO if P[Ŷ = y|Y = y,S =
1]−P[Ŷ = y|Y = y,S = 0], where, in addition to Ŷ and S as
described above, Y is the target variable denoting the ground
truth label of an associated input. Similar to measuring the
overall DP of a classification-based learning algorithm as given
by Eq. (1), the overall EO achieved by the algorithm across
all classes is measured as the sum of the absolute differences
in the EO across every possible label, i.e.,

∑
y∈Y

∣∣∣P[Ŷ = y|Y ,S = 1]− P[Ŷ = y|Y ,S = 0]
∣∣∣ . (2)

We quantify the fairness guarantees of FACADE and base-
line approaches by evaluating both the DP and EO metrics
across various learning tasks (see Sec. V-D). Referring to the
healthcare example presented in Sec. I, our goal is to ensure
that under FACADE, patients receive diagnoses of equal quality,
e.g., the model predicting whether a tumor is malignant or
benign based on medical images, regardless of the brand of
scanner used to obtain those images. In other words, FACADE
aims to ensure that, under formal standards of DP and EO,
the diagnosis predicted by the model, i.e., Ŷ in the above
definitions, is independent of any potential bias in the feature
distribution of the images. Such biases may arise due to
differences in the technical specifications of the scanners,
causing the emergence of majority and minority groups (i.e.,
S in the above definitions).

III. DESIGN OF FACADE

Our work addresses fairness issues in DL due to potential
bias in data features among nodes belonging to majority groups.
We design FACADE to operate within a permissioned network
environment where membership is regulated. This assumption
aligns with the notion that DL is often employed in enterprise
contexts, where network access is typically restricted [29].
Examples of such environments include hospitals collaborating
on DL tasks [30]. In permissioned networks, all nodes are
verified entities with established identities. Thus, threats in
open networks, such as Sybil attacks [31], fall outside the scope
of this work. Additionally, we assume that nodes in FACADE
execute the algorithm correctly, and we consider issues like
privacy or poisoning attacks beyond our scope. In line with
related work in this domain, FACADE is a synchronous learning
system where communication and computations happen in
discrete steps and rounds. Finally, FACADE leverages a dynamic
topology approach where the communication graph changes
each round [3]. Refreshing this topology can be achieved
by having nodes participate in topology construction using a
decentralized peer-sampling service [32], [33].
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Fig. 2: The different operations during a training round in FACADE, from the perspective of node Ni.

In the following, we first explain the high-level operations
of FACADE in Sec. III-A. We then provide a formal, detailed
algorithm description in the remaining subsections.

A. FACADE in a nutshell

We visualize the workflow of FACADE in Fig. 2. The
underlying idea behind FACADE is to maintain k model heads
per node, one for each cluster. Specifically, each model is split
into a core and k heads. We note that this head-core split is also
used by related work on clustering-based FL [34]. In practice,
the model heads are the final few layers of the neural network.
These model heads can then effectively capture the unique
variations of features across clusters. Thus, each node stores
k versions of the same head with different parameters, unlike
other DL methods that only keep one model core and head in
memory. FACADE is explicitly designed for settings where the
number of distinct feature distributions is significantly smaller
than the total number of nodes.

At the start of each round, the communication topology is
first randomized (step 1 in Fig. 2). Topology randomization in
FACADE is important to ensure good performance as otherwise
nodes could become stuck with sub-optimal neighbors. Each
node n then receives model cores and heads from its neighbors
and aggregates these received model cores and corresponding
model heads (step 2). Specifically, if a node n receives a head
hi, n will aggregate hi with its own ith head. Furthermore,
the core is always aggregated. Each node n then evaluates the
training loss on its mini-batch of training samples, using the
model core and for each of the local model heads (step 3).
n then selects the model head with the lowest training loss
and trains it, together with the model core (step 4). Finally, n
sends the updated model core and head to its neighbors in the
communication topology (step 5). This process repeats until
the model has converged.

A key benefit of FACADE is that no explicit clustering is
required: nodes are not pre-assigned to specific clusters before
the training process. Instead, nodes in FACADE are implicitly
clustered through dynamic head evaluation and selection. This
procedure allows the clustering to evolve dynamically, enabling
nodes to detect similarities with others as models become more
specialized and accurate.

B. Notations

Let N = {N1, . . . Nn} be the set of all nodes in the network
and let Zi ⊂ Z denote the local dataset of Ni for each i ∈ [n],
where Z is the space of all datapoints. We consider a setting
where the features of the data held by each of the n nodes

are partitioned into k distinct distributions, D1, . . . ,Dk, for
some k ≤ n. In other words, we assume that for every i ∈ [n],
there exists a unique ji ∈ [k] such that the datapoints in Zi are
sampled from Dji and we refer to ji as the true cluster ID of Ni.
For every j ∈ [k], let S∗

[j] ⊆ N denote the set of nodes whose
true cluster identity is j, i.e., S∗

[j] = {Ni ∈ N : Zi ∼ Dj},
and we refer to S∗

[j] as the j’th cluster of the network.

C. Problem formulation

For each i ∈ [n], let fi : Rd 7→ R be the loss function of Ni.
In practice, nodes sample a finite subset of their personal data
set, referred to as a batch, for their local training. Let ξ(t)i ⊆ Zi

represent the batch sampled in round t by Ni, independent
of the past and other nodes; we assume that the batch size
B = |ξ(t)i | remains constant for all nodes in every round.
Thus, for every i ∈ [n], fi(θ, ξ

(t)
i ) = 1

B

∑
z∈ξ

(t)
i

fi(θ, z) is the

empirical loss evaluated by Ni on batch ξ
(t)
i for model θ.

We recall that FACADE achieves fairness in collaboratively
trained models through clustering in a decentralized framework,
accounting for the heterogeneous feature distribution of data
across nodes. This is ensured by the fact that FACADE
trains models tailored for each cluster specific to the feature
distribution of their data. Hence, for every j ∈ [k], the nodes
in S∗

[j] seek to minimize the average population loss of the j’th
cluster given by F [j] = 1

|S∗
[j]

|
∑

i′:Ni′∈S∗
j
fi′ . Thus, the training

objective of FACADE is to find an optimal model for each
cluster that minimizes the corresponding expected population
loss, which can be formally expressed as:

∀ j ∈ [k] : θ∗[j] = argminθ∈Rd F [j](θ)

where F [j](θ) =
1

|S∗
[j]|

∑
i′:Ni′∈S∗

j

fi′(θ,Zi′) ∀j ∈ [k].

D. Detailed algorithm description

In each round t, the nodes furnish a randomized r-regular
undirected topology Gt = (N , Et) where Et is the set of
all edges, denoting communication between a pair of nodes,
formed independently of the previous rounds. Let V(t)

i ⊂ N
be the set of all neighbors of Ni for every i ∈ [n].

For every i ∈ [n], j ∈ [k], and in any round t, let θ(t)i be
Ni’s local model divided into a head h

(t)
i and a core ϕ

(t)
i

and we write θ
(t)
i = h

(t)
i ◦ ϕ

(t)
i . In round t = 0, FACADE

starts by initializing k models that are shared with every node,
where each model consists of a cluster-specific unique head
and a common core. During each round, every node receives
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models (divided into head and core) from their neighbors,
aggregates all the cores with its own, and performs a cluster-
wise aggregation of the heads. Each node then concatenates
the aggregated core with the k (cluster-wise) aggregated heads
to form k different models and identifies the one that results
in the least loss with its own data. It then performs the SGD
steps on that model before sharing the locally optimized model
and its corresponding cluster ID with its neighbors.

For every i ∈ [n], j ∈ [k], and in any round t, set S(t)
[j] ⊆ N

to be the set of all nodes reporting their cluster ID as j in
round t. Then, let θ̄[j](t) be the global aggregated model for
the j’th cluster given by θ̄[j](t) = 1

|S(t)

[j]
|

∑
i∈S

(t)

[j]

θ
(t)
i and let

θ̄
[j](t)
i = h̄

[j](t)
i ◦ ϕ̄(t)

i be the aggregate of the models with the
cluster identity j received by Ni where h

[j](t)
i and ϕ

(t)
i are

computed as:

ϕ̄
(t)
i =

1

|V̂(t)
i |

∑
i′∈V̂(t)

i

ϕ
(t)
i′ and (3)

h̄
[j](t)
i =

1

|S(t)
j ∩ V̂

(t)
i |

∑
i′:Ni′∈S

(t)
j ∩V̂(t)

i

h
(t)
i′ , (4)

where V̂(t)
i = V(t)

i ∪ {Ni}.

The workflow of the FACADE algorithm can formally be
described as follows.

The FACADE Algorithm

Round T ≥ t ≥ 0 in FACADE consists of the following steps.
1) Randomized topology. The randomized communication

topology G = (N , Et) is established.
2) Local steps. For all i ∈ [n] and in any round t:

a) Receive models. Ni receives θ
(t)
i′ = h

(t)
i ◦ϕ

(t)
i and the

corresponding cluster IDs from each i′ ∈ V(t)
i .

b) Cluster-wise aggregation. Ni aggregates the cores
and performs a cluster-wise aggregation of the heads
as given by Eq. (3) and (4), respectively, to obtain
θ̄
[j](t)
i = h̄

(t)
i ◦ ϕ̄

(t)
i for every cluster j ∈ [k].

c) Cluster identification. Ni obtains the cluster ID that
gives the least loss on its local data.

ĵ
(t)
i = argminj∈[k]∇fi(θ̄

[j](t)
i , ξ

(t)
i )

d) Local training. Let θ̃[ĵ
(t)
i ](t,0)

i = θ̄
[ĵ

(t)
i ](t)

i .

For h ≤ H − 1:

θ̃
[ĵ

(t)
i ](t,h+1)

i = θ̃
[ĵ

(t)
i ](t,h)

i − η∇fi(θ̃
[ĵ

(t)
i ](t,h)

i , ξ
(t)
i ),

where ∇fi(θ̃
[ĵ

(t)
i ](t,h)

i , ξ
(t)
i ) is the stochastic gradient

of fi computed on batch ξ
(t)
i , η > 0 is the learning

rate, and H is the number of local SGD steps
performed.

3) Communication. For each i ∈ [n], set θ
(t+1)
i =

θ̃
[ĵ

(t)
i ](t,H)

i and share (θ
(t+1)
i , ĵ

(t)
i ) with nodes in V(t)

i .

E. Discussion

We now discuss various properties of the FACADE algorithm.
Random Topologies. We randomize the communication

topology for the following two reasons. First, it has been demon-
strated that altering random communication topologies leads
to faster model convergence than traditional DL approaches
that maintain a static, fixed topology throughout training [3].
Second, in FACADE, dynamic topologies also prevent nodes
in a cluster from becoming isolated due to initial neighbors
from other clusters. By sampling random neighbors each round,
an isolated node will likely eventually exchange models with
nodes with similar data features.

Overhead. Compared to D-PSGD, FACADE incurs some
storage and compute overhead. The storage overhead stems
from each node having to store k model heads. However,
since model heads generally consist of a very small number of
parameters compared to the full model, the storage overhead
of storing k model heads is negligible. Furthermore, there
is additional compute overhead as each node is required to
compute k training losses each training round, one for each
model head. However, this overhead is also manageable since
one can store the output tokens of the model core and input
these to each model head. Alternatively, the k forward passes
can also be computed in parallel.

Choice of k. As with many other clustering algorithms [35],
[36], the number of clusters (k) is a hyperparameter, which
should be estimated by the system designer beforehand. This
value heavily depends on the application domain and char-
acteristics of individual training datasets. We experimentally
show in Sec. V-F that our algorithm performs well even if the
chosen k is not exactly equal to the true number of feature
distributions in the network.

IV. THEORETICAL ANALYSIS OF CONVERGENCE

We now theoretically analyze the convergence of the cluster-
wise aggregated models under FACADE. We begin by intro-
ducing some additional notation and outlining the assumptions
we make, followed by deriving the intermediate results (Th. 1
and 2) that lead to the final result (Corollary 3).

For every cluster j ∈ [k], we assume the existence of an
optimal model θ∗[j] that minimizes the average loss of the
nodes in S∗

[j]. In order to theoretically analyze the conver-
gence of FACADE, in addition to the notations introduced
in Sec. III-B, we introduce the following additional terms.
For every i ∈ [n], j ∈ [k], and in any round t, let
F

[j](t)
i = 1

|S(t)
j ∩V̂(t)

i |

∑
i′∈S

(t)
j ∩V̂(t)

i
fi′ be the average loss of

the neighbors of Ni who report their cluster ID as j in round
t and we refer to this quantity as the local population loss in
the for the j’th cluster in the neighborhood of Ni in round t.
Finally, for every j ∈ [k], let p[j] =

|S∗
j |
n denote the fraction of

nodes belonging to cluster j with p = minj∈[k]{p[j]} and let
∆ denote the minimum separation between the optimal models
of every cluster, i.e., ∆ = minj ̸=j′

∥∥∥θ∗[j] − θ∗[j′]

∥∥∥.
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We now proceed to study how the cluster identities reported
by each node in every round of FACADE correspond to their true
cluster identities over time. In order to develop the theoretical
analysis, we adhere to a standard set of assumptions which are
widespread in related works [3], [34], [37]–[39]. In the interest
of space, the proofs of all the theoretical results presented in
this section are postponed to Appendix B.

Assumption 1. For every i ∈ [n], j ∈ [k], and in round t ≥ 0,
the corresponding local population loss of the jth cluster in
the neighborhood of Ni in round t is λ-convex and L-smooth.
Formally, for every θ, θ′ ∈ Rd, there exist constants λ ≥ 0 and
L ≥ 0 such that:

F
[j](t)
i (θ′)− F

[j](t)
i (θ)

≥
〈
∇F [j](t)

i (θ), θ′ − θ
〉
+

λ∥θ′ − θ∥22
2

(λ-convexity) and∥∥∥∇F [j](t)
i (θ)−∇F [j](t)

i (θ′)
∥∥∥ ≤ L∥θ − θ′∥ (L-smoothness).

Assumption 2. For every i ∈ [n] and in any round t ≥ 0, the
variances of fi and ∇fi computed on batch ξ

(t)
i ⊂ Zi, sampled

according to Dji , are bounded by σ2 and ν2, respectively, i.e.,

Eξi∼Dji

[(
fi(θ, ξ

(t)
i )− F

[ji](t)
i (θ)

)2
]
≤ σ2 and

E
ξ
(t)
i ∼Dji

[∥∥∥∇fi(θ, ξ(t)i )−∇F [ji](t)
i (θ)

∥∥∥2] ≤ ν2.

In addition to Assumptions 1 and 2, we also assume some
initialization conditions of FACADE. These are consistent with
the standard works on clustering-based personalized model
training in FL [34].

Assumption 3. For every cluster j ∈ [k], we assume FACADE
to satisfy the following initialization conditions:∥∥∥θ̄[j](0)i − θ∗[j]

∥∥∥ ≤ (
1

2
− α)

√
λ

L
∆,

where 0 ≤ α ≤ 1

2
, B ≥ kσ2

α2λ2∆4
, p ≥ log(nB)

B
, and

∆ ≥ Ō
(
max{α−2/5B−1/5, α−1/3n−1/6B−1/3}

)
.

Theorem 1. If Assumptions 1 to 3 hold, choosing learning rate
η = 1/L, for a fixed node Ni, each cluster j ∈ [k], and any
δ ∈ (0, 1), in every round t > 0, we have with probability at
least (1− δ):∥∥∥θ̄[j](t+1)

i − θ∗[j]

∥∥∥ ≤ (1− pλ

8L
)
∥∥∥θ̄[j](t)i − θ∗[j]

∥∥∥+ ϵ0

where ϵ0 ≤ ν
δL

√
pnB

+ σ2

δα2λ2∆4B + σνk3/2

δ3/2αλL∆2
√
nB

.

Theorem 2. If Assumptions 1 to 3 hold, choosing learning rate
η = 1/L, for each cluster j ∈ [k] and in every round t > 0, let
the locally aggregated model for any cluster at each node be
independent of each other. Then for any δ ∈ (0, 1), we have
with probability at least (1− δ)

|S(t)

[j]
|:∥∥∥θ̄[j](t+1) − θ∗[j]

∥∥∥ ≤ (1− pλ

8L
)
∥∥∥θ̄[j](t) − θ∗[j]

∥∥∥+ ϵ0

where ϵ0 ≤ ν
δL

√
pnB

+ σ2

δα2λ2∆4B + σνk3/2

δ3/2αλL∆2
√
nB

.

Finally, in order to derive the convergence analysis for each
cluster, in every round t > 0 and for each cluster j ∈ [k],
let the global aggregate model for cluster j be given by
θ[j](t) = 1

|S(t)

[j]
|

∑
i:Ni∈S

(t)

[j]

θ̄
[j](t)
i . The following result now

helps us understand the cluster-wise convergence of the models
under FACADE.

Corollary 3. If Assumptions 1 to 3 hold, choosing learning rate
η = 1/L, for each cluster j ∈ [k] and in every round t > 0,
let the locally aggregated model for any cluster at each node
be pairwise independent of each other. Then for any δ ∈ (0, 1)
and any ϵ > 0, setting T̂ = 8L

pλ log
(
2∆
ϵ

)
, in any round t ≥ T̂

of FACADE, we have with probability at least (1− δ)
|S(t)

[j]
|:∥∥∥θ[j](t) − θ∗[j]

∥∥∥ ≤ ϵ

where ϵ ≤ νkL log(nB)

p5/2λ2δ
√
nB

+ σ2L2k log(nB)
p2λ4δ∆4B + Ō( 1

B
√
n
).

Remark 1. For any i ∈ [n] and in each round t, as the degree
of Ni in the communication topology Gt increases, F [ji](t)

i

provides a better estimate of F [ji], which consequently reduces
the upper bounds of the variances of fi and ∇fi (i.e., σ2 and
ν2, respectively) under Assumption 2. This occurs because
the local population loss in the neighborhood of Ni for its
true cluster ID ji becomes closer to the overall population
loss for cluster ji. Hence, from Corollary 3, observing that the
convergence rates of the cluster-wise aggregated models are
directly proportional to σ2 and ν2, we conclude that as the
degree of regularity of the communication topology increases,
we expect faster convergence, with the extreme case of a fully
connected topology converging at the same rate as in FL.

Remark 2. Th. 2 implies that the cluster-wise aggregate of
the models received by each node from its neighbors get
probabilistically and progressively closer to the optimal model
for the corresponding cluster between any two consecutive
rounds up to a small bounded error of ϵ0. This serves as an
intermediate step in deriving the final convergence guarantee
of FACADE given by Corollary 3. Corollary 3 shows that
for any error term ϵ, there exists a round T̂ such that, for
every round t ≥ T̂ , the difference between the cluster-wise
aggregated model over the entire population and the optimal
model for the corresponding cluster probabilistically becomes
smaller than ϵ. The bounded term ϵ can be interpreted as a
precision tolerance for the convergence of FACADE, which may
be adjusted according to the application-specific requirements.
It is important to note that this precision tolerance ϵ and the
time required to reach the corresponding level of precision
T̂ are inversely proportional to each other. For instance, in
cases where extremely precise convergence is not necessary
(i.e., ϵ is large), the number of rounds required to achieve the
desired convergence will be relatively small. Conversely, in
scenarios where highly accurate convergence is critical (i.e., ϵ
is sufficiently small), the number of rounds required to ensure
this precision will be higher.
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V. EXPERIMENTAL EVALUATION

We conduct an extensive experimental evaluation of FACADE
and explore its performance against related state-of-the-art DL
algorithms. We implement FACADE and baselines using the
DECENTRALIZEPY framework [40] and open-source our code.1

Our experiments answer the following six questions:
1) What is the per-cluster test accuracy for FACADE and

baselines when varying the cluster sizes (Sec. V-B)?
2) What is the fair accuracy for FACADE and baselines when

varying the cluster sizes (Sec. V-C)?
3) What is the fairness for FACADE and baselines, in terms

of DP and EO, when varying the cluster sizes (Sec. V-D)?
4) How does the communication cost to reach a fixed

target accuracy of FACADE compare to that of baselines
(Sec. V-E)?

5) What is the impact of wrongly estimating k (Sec. V-F)?
6) How does FACADE implicitly assign nodes to clusters

(Sec. V-G)?

A. Experimental setup

Datasets and Partitioning. Our experiments focus on
supervised image classification as a universal task setting, which
is in line with our baselines [3], [11], [12] and related work [34].
Specifically, we conduct our experiments on the CIFAR-10 [8],
Flickr-Mammals [41] and Imagenette [42] datasets. The CIFAR-
10 dataset is a widely-used image classification task, containing
50 000 images evenly divided among ten classes (with a
resolution of 32x32 pixels). Imagenette is a subset of ten classes
taken from Imagenet [43] with 9469 images (with a resolution
of 224x224 pixels) in total. Finally, the Flickr-Mammals dataset
contains 48 158 images of 41 different mammal species with
varying resolution. Table I in Appendix C summarizes the used
dataset and learning parameters.

To create an environment with clustered data with feature
skew, we first uniformly partition each dataset into several
smaller subsets, i.e., each client has the same number of training
samples from each class. We use uniform partitioning because
our work aims to study fairness in networks with feature
heterogeneity, not label skewness. Thus, the heterogeneity must
be reflected in the feature composition of each cluster. To ensure
feature heterogeneity, we randomly apply different rotations
to the images of each cluster, ensuring that no two clusters
share the same rotation. Rotation preserves the underlying
characteristics of the images and is commonly used by related
work [12], [34], [44], [45]. We note that this process maintains
the same label distribution across clusters while introducing
recognizable differences in feature compositions. We also
experiment with feature heterogeneity by applying color filters
to training images, see Appendix H. Additionally, all nodes
within the same cluster share a common test set with the same
rotation as their training set, ensuring the test data has the
same feature shift.

Cluster Configurations. To assess the fairness of FACADE
and baselines, we design experiments with multiple clusters

1See https://github.com/sacs-epfl/facade.

with varying proportions. We keep the total number of nodes
constant for all experiments while varying the cluster sizes.
We demonstrate that, even when the minority group is heavily
outnumbered by the majority group, FACADE maintains a high
accuracy for all clusters and significantly improves accuracy
for the minority group compared to baseline algorithms.

Unless specified otherwise, we experiment with two clusters
of varying sizes. For CIFAR-10, we consider three cluster
configurations and 32 nodes, with majority-to-minority ratios
of 16:16, 24:8, and 30:2. For instance, for the 24:8 cluster con-
figuration, 24 nodes have upright images, while the remaining
8 nodes possess images that are rotated 180°. For Imagenette,
we have 24 nodes in total and consider cluster configurations
with ratios of 12:12, 16:8, and 20:4. For Flickr-Mammals, we
have 16 nodes and consider two cluster configurations with
ratios 8:8 and 14:2. While most of our experiments focus on a
two-cluster setup, FACADE can be applied to configurations
with more than two clusters, as shown in Sec. V-F. Moreover,
our convergence analysis (see Sec. IV) is carried out for an
arbitrary number of clusters in the population.

Models. We use GN-LeNet for the CIFAR-10 experi-
ments [41]. It has about 120k parameters, consisting of three
convolution layers and one feed-forward layer. When training
models with FACADE, we designate the last fully connected
layer as the head and use the rest of the model as the common
core. We also use a LeNet model for Imagenette but adjust
the model to accept images with a 64x64 pixel resolution.
The resulting number of parameters of this model is about
250k. For Flickr-Mammals, we use a ResNet8 [46] model, with
roughly 310k parameters, that accept 64x64 pixel images as
input. Since this dataset is more challenging, we modify the
head size of ResNet8 and include the last two basic blocks in
the head, along with the final fully connected layer.

Baselines. We compare FACADE against three related DL
algorithms: EL [3], DEPRL [11] and DAC [12]. EL is a state-
of-the-art DL algorithm, based on D-PSGD, that leverages
randomized communication to improve model convergence.
We have included it as a baseline since (i) FACADE also relies
on communication with random nodes [3], and (ii) D-PSGD
is a widely used baseline in this domain.

DEPRL is a state-of-the-art personalized DL algorithm that
allows each node to optimize its model head locally while
sharing the core model through periodic communication and
aggregation steps [11]. In contrast to FACADE, DEPRL uses a
static communication topology and does not share the head with
other nodes each communication round. Furthermore, DEPRL
focuses on dealing with label heterogeneity, whereas the focus
of FACADE is on feature heterogeneity instead.

We also compare against DAC, a state-of-the-art approach
for personalized DL on clustered non-IID data [12]. This
approach adapts the communication weights between nodes
based on their data distributions, enhancing learning efficiency
and performance in clustered settings. Like FACADE, DAC
utilizes a dynamic communication topology and has been tested
on cluster configurations similar to our work. Finally, we remark
that none of the selected DL baselines consider fairness, which
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(c) 30:2 cluster configuration

Fig. 3: Average test accuracy for the nodes in the majority
cluster (left) and those in the minority (right) obtained on
CIFAR-10 (↑ is better), for different cluster configurations.

is a unique contribution of our work.
Learning Parameters. We run each experiment for T =

1200, T = 800, and T = 1200 communication rounds
for the CIFAR-10, Imagenette, and Flickr-Mammals datasets,
respectively. Each local training round features τ = 10 local
steps with batch size B = 8. For Flickr-Mammals, we increase
the number of local steps to τ = 40. We use the SGD optimizer
for FACADE and all baselines and have independently tuned
the learning rate for each learning task and baseline with a grid
search. Table I summarizes these parameters. For FACADE and
baselines, we perform an all-reduce step in the final round [47],
where all nodes share their models with everyone else and
perform a final aggregation. Finally, we fix the communication
topology degree to 4 for FACADE and baselines.

To evaluate the algorithms, we measure the test accuracy on
the provided test sets every 80 rounds. We also compute the
relevant fairness metrics (DP and EO) of the final models
with Eq. (1) and Eq. (2). In the main text, we provide
experimental results for the CIFAR-10 and Imagenette datasets
and complementary experimental results and plots for the Flickr-
Mammals dataset in Appendix E. We also provide experiments
with label skewness in Appendix G.
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(a) 12:12 cluster configuration
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(c) 20:4 cluster configuration

Fig. 4: Average test accuracy for the nodes in the majority
cluster (left) and those in the minority (right) obtained on
Imagenette (↑ is better), for different cluster configurations.

B. Per-cluster test accuracy for varying cluster configurations

We analyze the per-cluster test accuracy for the CIFAR-10
and Imagenette datasets when varying the cluster size. Our
goal is to analyze the performance of FACADE and baselines
when the minority group is increasingly outnumbered.

Fig. 3 shows the average test accuracy for each cluster for
the CIFAR-10 dataset as model training progresses for the
three considered cluster configurations. The test accuracy of
the majority and minority clusters is shown in the left and right
columns, respectively. When both clusters are of equal size
(Fig. 3a), FACADE attains higher model utility compared to
baselines: 64.0% and 69.5% for EL and FACADE, respectively,
after T = 1200. We attribute this gain to the management of
multiple heads by FACADE, which provides a greater capacity
to adapt to variations in features across clusters. Generally,
most of our baselines show reasonable performance with test
accuracies around 63%, since there is enough data to find
a good model that suits both clusters. We also observe that
the attained accuracy of DEPRL plateaus early in the training
process. For all cluster configurations, we observe that FACADE
either outperforms or is at par with the baselines.

When considering the test accuracy of minority clusters
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(right column of Fig. 3), we note that FACADE consistently
outperforms baselines and gives the minority groups a test
accuracy that, for a fixed cluster configuration, is comparable
to the one for the nodes in the majority cluster. When cluster
configurations become more skewed (Fig. 3b and Fig. 3c),
the attained test accuracy of EL drops significantly. This is
because consensus-based methods like EL optimize for the data
distribution of the majority cluster. Compared to other baselines,
DEPRL performs well in the 30:2 cluster configuration (Fig. 3c)
and reaches 55.4% test accuracy after T = 1200. We attribute
this performance to the specialization of model heads to the
heterogeneous features. Nevertheless, FACADE outperforms all
baselines in terms of test accuracy of the minority cluster. In
the 24:8 cluster configuration, FACADE reaches 66.8% test
accuracy compared to 54.8% test accuracy for EL. For the
highly skewed cluster configuration of 30:2, FACADE reaches
60.0% test accuracy compared to 52.5% test accuracy for
DEPRL. FACADE thus demonstrates fair treatment to the
minority group. The superior performance of FACADE for the
majority group is because the model heads are specialized for
each cluster. This allows the model head to remain unaffected
by the majority’s data distribution and to adapt specifically to
the minority group’s data distribution. We also notice that for
all cluster configurations baselines achieve higher accuracy on
the majority group, which we believe is because this group
has more data samples.

Fig. 4 shows similar plots for the Imagenette dataset.
We observe similar trends as in Fig. 3: FACADE shows
comparable test accuracy for the nodes in the majority cluster
and significantly higher test accuracy for nodes in the minority
cluster. Fig. 4c (right) shows that after T = 800, FACADE
achieves 64.1% test accuracy compared to 56.1% test accuracy
for EL. Finally, Fig. 13 (in the appendix) shows that FACADE
also achieves a significant boost in model utility for the minority
group in a 14:2 cluster configuration.

C. Fair accuracy for varying cluster configurations

We observe that the fairness metrics introduced in Sec. II-B
primarily focus on ensuring that the model’s predictions are
independent of the different clusters in the network. However,
this overlooks the actual performance of the models, as a
model that performs equally poorly across all groups could
still receive a favorable fairness score. For example, a random
model achieving merely 10% accuracy on a ten-class dataset
(∼ random guessing) would exhibit the highest possible
fairness under these metrics simply because there would be no
performance disparity between the groups.

1) Fair accuracy metric: In order to demonstrate a more
comprehensive evaluation of the performance of FACADE by
considering both fairness and accuracy, we introduce the notion
of fair accuracy. Reflecting to the issue illustrated in Fig. 1,
we recall that one of the primary motivations behind FACADE
is to reduce the performance gap between different clusters
while maintaining high overall accuracy. We introduce the fair
accuracy metric, which captures this by balancing the goal of
achieving high overall accuracy while minimizing performance
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Fig. 5: Highest observed fair accuracy for CIFAR-10 (top) and
Imagenette (bottom), for varying cluster configurations and
algorithms (↑ is better).

disparities between the clusters. For λ ∈ [0, 1], the normalized
fair accuracy, denoted by Accfair, is defined as follows:

Accfair =
λ
∑

j∈[k] Accj

k
+ (1− λ)P , (5)

where P = (1 − (maxj∈[k] Accj −minj∈[k] Accj)) acts as a
penalty term capturing the difference in the accuracy between
the most and the least accurate clusters with Accj denoting
the normalized average model accuracy for the jth cluster
for every j ∈ [k], and the hyperparameter λ ∈ [0, 1] assigns
the context-specific weight to the average accuracy and the
difference in accuracy between the clusters. In an ideal world,
fair accuracy reaches its maximum value of 1 when there is no
difference in the average model accuracies across the clusters.

2) Fair accuracy of FACADE and baselines: We now present
the performance of FACADE and the baselines w.r.t. the fair
accuracy metric given by Eq. (5). To compute this metric, we
use λ = 2/3, as it slightly favors well-performing models while
still giving significant weight to penalizing large discrepancies.
We use a similar experiment setup as in Sec. V-B and measure
the fair accuracy periodically throughout the model training.

Fig. 5 illustrates the highest obtained fair accuracy for
each evaluated algorithm and cluster configuration, for both
the CIFAR-10 and Imagenette datasets. Fig. 5a shows that
FACADE achieves the highest fair accuracy for all cluster
configurations compared to baseline approaches. For the 30:2
cluster configuration, FACADE achieves 73.3% fair accuracy,
whereas the second-best baseline, DEPRL, achieves 68.4%
fair accuracy. In contrast, EL shows a lower fair accuracy of
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Fig. 6: Boxplot of demographic parity (left, ↓ is better) and
equalized odds (right, ↓ is better) obtained on CIFAR-10 and
Imagenette, for varying cluster configurations and algorithms.

60.8%. This result underlines that FACADE both achieves high
model accuracy and minimizes the performance differences
between groups. The same trend holds for the Imagenette
dataset, shown in Fig. 5b. For the 20:4 cluster configuration,
FACADE achieves 76.1% fair accuracy, compared to 70.7%
fair accuracy for EL. The fair accuracy for Flickr-Mammals is
provided in Appendix E and is consistent with the findings for
the CIFAR-10 and Imagenette datasets. We provide additional
fair accuracy plots in Appendix D, showing how the fair
accuracy evolves throughout the training process.

D. Per-cluster fairness for varying cluster configurations

We measure the demographic parity (DP) and equalized
odds (EO) metrics on the final model of each experiment
conducted in the previous section. For this, we use Eq. (1)
and Eq. (2) that were introduced in Sec. II-B. These results
are visualized in Fig. 6, showing the DP and EO for different
cluster configurations, algorithms, and for the CIFAR-10 and
Imagenette datasets.

Fig. 6 shows that when cluster sizes are equal (e.g., 16:16
for CIFAR-10 and 12:12 for Imagenette), the DP and EO of all
algorithms is comparable. When the cluster sizes become more
imbalanced, FACADE exhibits lower DP and EO compared to
EL and DAC. The only baseline that outperforms FACADE is
DEPRL, which exhibits lower DP and EO. However, regardless
of cluster membership, the accuracy for all nodes with DEPRL
is lower, particularly for Imagenette (see Fig. 4), which can

misleadingly be interpreted as having good fairness. We notice
that model heads in DEPRL overfit significantly on the
nodes’ local data because it is never shared with other nodes.
Consequently, the algorithm cannot leverage the similar data
distribution of other nodes and struggles to generalize on the
test set. This example motivates the fair accuracy metric we
introduced in Sec. V-C1. Considering the low accuracy of
DEPRL, we conclude that FACADE results in fairer treatment
of minority clusters when cluster sizes are heavily imbalanced.

E. Communication cost of FACADE and baselines

We now quantify the communication cost of FACADE
and baselines to reach a target accuracy. We set this target
accuracy to 63% and 65% for the CIFAR-10 and Imagenette
datasets, respectively, which is the lowest accuracy by any
baseline reached after T = 1200. We exclude DEPRL from
this experiment due to its inferior performance compared
to FACADE and other baselines. In contrast to the previous
experiments, we consider the average accuracy of the entire
network and not the per-cluster performance.

Fig. 7 illustrates the communication cost in GB required
to reach the target accuracy for each cluster configuration
and different algorithms for the CIFAR-10 and Imagenette
datasets. Fig. 7a shows these results for CIFAR-10. In the 16:16
cluster configuration, FACADE requires 41.3% and 34.6% less
communication volume to reach the target accuracy compared
to EL and DAC, respectively. This reduction is less pronounced
for the 30:2 cluster configuration, with FACADE requiring
near-equal communication cost as DAC. Fig. 7b shows the
communication volume required to reach the target accuracy for
Imagenette. In all cluster configurations, FACADE requires less
communication volume than EL and DAC. In the 16:16 cluster
configuration, FACADE requires 33.3% less communication
volume to reach the target accuracy than both EL and DAC.
This reduction becomes 16.6% and 28.5% in the 20:4 cluster
configuration compared to EL and DAC, respectively.

From an algorithmic perspective, the communication cost
of FACADE per round is the same as that of EL or D-PSGD.
Specifically, in each round, a node in FACADE also sends only
one model to each neighbor. However, each model transfer
includes an additional integer that indicates the model head
index. The overhead of this additional integer on the total
communication volume is negligible. Yet, FACADE can reach
the target accuracy faster than or equally fast as baselines.

F. The effect of k on per-cluster test accuracy

FACADE introduces a hyperparameter k, which defines the
number of model heads each node maintains. Ideally, k should
match the number of unique features in the dataset, which
can be difficult to estimate beforehand without sharing data.
We evaluate the sensitivity of FACADE to variations in k. We
create three clusters with 20, 10, and 2 nodes in a 32-node
network and use the CIFAR-10 dataset. Each cluster has images
rotated by 0°, 90°, and 180°, respectively. This experiment also
demonstrates the capacity of FACADE to handle more than two
clusters. We vary the number of model heads from one to five.
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Fig. 7: Communication volume (in GB) required to reach a
target test accuracy on the CIFAR-10 and Imagenette datasets,
for different cluster configurations and algorithms (↓ is better).

Fig. 8 shows the per-cluster test accuracy (columns) while
varying k (rows). We also show the fair accuracy in the right-
most column. When only one model head is used (k = 1),
FACADE is equivalent to EL. However, k = 1 shows poor test
accuracy (40.75%) for the minority cluster with only two nodes.
In the configuration with two model heads, two clusters tend
to share a head, while the remaining cluster has a dedicated
model head that is specialized for its data distribution. Using
three model heads demonstrates the best performance for each
cluster, except for the majority cluster. This is expected as we
augmented the data with three clusters of features. Nevertheless,
even when using four and five model heads, the attained model
utility is remarkably close to those obtained with the optimal
number of heads. We observe that for k > 3, multiple heads
tend to specialize for the same cluster, often the largest one.

This experiment highlights the robustness of our algorithm
to variations of the hyperparameter k. The system maintains
a performance level close to the optimum, showcasing its
resilience. Fig. 8 reveals that it is better to overestimate than
to underestimate the value of k. However, in practical settings,
there may be guidelines to estimate k, e.g., the number of data
sources used to obtain the training data.

G. FACADE cluster assignment

Finally, we analyze how nodes in FACADE gravitate towards
a particular cluster throughout the training process. We use
the same three-cluster setup as the experiment in Sec. V-F and
focus on the CIFAR-10 dataset. We record for each node the
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Fig. 8: Highest attained test accuracy of FACADE with a varying
number of model heads for different clusters (left, ↑ is better).
The average accuracies achieved by all nodes within each
cluster are reported. We also report the fair accuracy in the
right-most column.

cluster it belongs to and the model head index it selects during
each communication round.

Fig. 9 shows the distribution of model head selection by
nodes in each cluster during the first 80 communication round.
At the start, we have a fuzzy phase where nodes tend to explore
different heads across rounds. The nodes in the minority cluster
converge quicker and pick the same model head just after 18
rounds. After about 42 rounds, all nodes in the same cluster
converge to the same head. This shows that nodes in each
cluster in FACADE quickly converge to the same model head,
compared to the total training duration (1200 rounds).

During our experiments, we observed runs in which some
nodes within the same cluster did not favor the same model
head, or some model heads had not been selected at all. We
attribute this to variance in the obtained training losses during
the early stages of the learning process. We point out that
similar behavior has been reported by related work on clustered
federated learning [34]. Nevertheless, we found such failures
in cluster assignment to be a rare occurrence (Appendix F).

VI. RELATED WORK

A. Personalized learning

FACADE can be seen as a form of personalized learning to
realize per-cluster models with fair treatment for minority
groups. Personalization in the context of CML involves
training different models that are personalized for groups or
individual nodes [48]. In contrast, the objective of standard
CML algorithms such as FedAvg is to train a single, global
model that meets the demands of all users. Personalization
can, for example, be used to deal with heterogeneous data
distributions, where personalization can increase model utility
across various subsets of the network compared to when using
non-personalized approaches [49]–[51].

Personalization is a popular research avenue in FL. A promi-
nent personalization approach involves each node maintaining a
personal model, in addition to training a global one [52]–[55].

Similar to FACADE, some other personalization techniques
also involve nodes sharing only the core of their model with the
server, while the personalized head is kept and learns to fit the
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Fig. 9: The distribution of model head selection by nodes in
each of the three clusters during the first 80 communication
round, using the CIFAR-10 dataset.

local data [34], [56]–[58]. When the union of nodes’ training
data naturally forms clusters, some FL techniques first partition
these nodes accordingly before learning a separate model for
each of them [59]–[61]. A key difference between the work as
mentioned above and FACADE is that personalization in FL is
generally an easier problem to address than in a decentralized
setting, as the server can collect global statistics and orchestrate
the learning process. Furthermore, in contrast to our work, none
of the previously mentioned works focus on fairness.

IFCA [34] is similar to FACADE in the sense that participants
in IFCA also maintain multiple models and share the model
exhibiting the lowest loss. However, there are two important
differences between them: (i) our work focuses on fairness,
and (ii) this work considers a decentralized setting whereas
IFCA is a FL algorithm which assumes a trusted central server.
More specifically, learning in decentralized networks can be
more challenging than in centralized ones as there is no server
that enables the collection of global statistics.

In DL, early work on personalization incorporates a notion of
similarity between nodes when constructing the communication
topology [62], [63]. These approaches assume the availability
of a similarity matrix, which is often not the case in real-
world scenarios. As privacy is a major concern in DL, the data
needed to determine the similarity between nodes typically
cannot be shared. Other methods leverage a dynamic network
to enhance personalization where neighbors are dynamically
selected based on some performance metric throughout the
training process [12], [64]. L2C, for example, uses an atten-
tion mechanism to automatically assign mixing weights by

comparing two nodes’ model updates [64]. FACADE, however,
relies on unbiased, randomized communication, refreshing the
topology each round. Personalization has also been used to
reduce the communication cost of DL, e.g., DISPFL employs
personalized sparse masks to customize sparse local models
on the edge [65]. DEPRL is a state-of-the-art personalized
DL algorithm that allows each node to optimize its model
head locally while sharing the core model through periodic
communication and aggregation steps [11]. Unlike FACADE,
most existing personalization methods focus on personalization
at the node level and do not leverage similarities when dealing
with clustered data. Additionally, these algorithms often focus
on achieving high model utility and do not focus on fairness.

B. Fairness in CML

The fairness-aware approaches in CML usually aim to ensure
equal model performance for all participants in the network.
The fairness objective in the work of Du et al. [66] is to ensure
that predictions made by the global model are fair regardless
of variations in local data distributions of the clients Similar
to FACADE, they use DP as a fairness metric but operate
in a centralized setting. Chen et al. [67] propose a fairness-
aware decentralized learning framework that uses a custom
aggregation scheme considering the local learning objective
and preferences. FairFed [25] is a FL algorithm designed to
enhance group fairness through a fairness-aware aggregation
strategy. To the best of our knowledge, we are the first to study
fairness across different demographic groups in DL.

C. Other forms of data heterogeneity

FACADE is designed to achieve fairness in settings with
feature heterogeneity. In DL, data heterogeneity may also arise
from skewed label distributions or differences in the sizes
of local datasets. We included additional experiments with
label skewness in Appendix G. Dynamic topologies have been
shown to allow better mixing of models in the presence of
skewed label distributions [3]. Skewscout [41] reduces the
communication cost in DL in the presence of data heterogeneity.
In contrast, FACADE tries to optimize both fairness and accuracy
of the models. We believe FACADE is general enough to
incorporate solutions like Skewscout to achieve fairness at
lower communication costs. However, communication cost is
an orthogonal problem and FACADE does not increase the
communication compared to DL algorithms such as EL.

VII. CONCLUSION

We introduced FACADE, a novel DL algorithm designed to
address fairness issues in networks with feature heterogeneity.
By maintaining multiple model heads at each node, FACADE
personalizes models for different data clusters, ensuring fairness
and high utility across different groups. Our comprehensive
evaluation with three state-of-the-art baselines and datasets
demonstrates that FACADE achieves high accuracy, particularly
benefiting minority groups, without increasing communication
costs. FACADE offers a robust solution for DL in scenarios with
feature heterogeneity, combining fairness and model accuracy.
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APPENDIX A
D-PSGD PSEUDOCODE

We show in Alg. 1 the standard D-PSGD procedure from
the perspective of node i.

Algorithm 1: The D-PSGD procedure, from the per-
spective of node i.

1 Initialize θ
(0)
i

2 for t = 0, . . . ,T − 1 do
3 θ̃

(t,0)
i ← θ

(t)
i

4 for h = 0, . . . ,H − 1 do
5 ξi ← mini-batch sampled from Di

6 θ̃
(t,h+1)
i ← θ̃

(t,h)
i − η∇fi(θ̃(t,h)i , ξi)

7 Send θ̃
(t,H)
i to the neighbors in topology G

8 Receive θ̃
(t,H)
j from each neighbor j in G

9 Aggregate the received models to produce θ
(t+1)
i

10 return θ
(T )
i

APPENDIX B
PROOFS

Proof of Th. 1: From the perspective of a fixed node Ni,
we can draw the same line of reasoning as in Theorem 2 and
Lemma 3 of [34].

Proof of Th. 2: Fix any cluster j ∈ [k] and a round t > 0.
Firstly, we observe that

∥∥∥θ[j](t+1) − θ∗[j]

∥∥∥ =

∥∥∥∥∥∥∥
 1

|S(t)
[j] |
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i∈S

(t)

[j]

θ̄
[j](t+1)
i

− θ∗[j]
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=
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1

|S(t)
[j] |

∑
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(t)
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(
θ̄
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|S(t)
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(t)

[j]

∥∥∥θ̄[j](t+1)
i − θ∗[j]

∥∥∥ [triangle inequality] (6)

From (6), we conclude that for any ζ > 0, we have:

P
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[∵ θ̄
[j](t+1)
1 , . . . , θ̄[j](t+1)

n are pairwise-independent]

Setting ζ = (1− pλ
8L )

∥∥∥θ[j](t)i − θ∗[j]

∥∥∥+ ϵ0 and using Th. 1, we
conclude the proof.

Proof of Corollary 3: Using Th. 2, the proof follows the
identical line of reasoning as that of Corollary 2 of [34].

APPENDIX C
EXPERIMENTAL SETUP

Table I summarizes the used dataset and adopted learning
parameters for each dataset.

APPENDIX D
ADDITIONAL FAIR ACCURACY PLOTS

Fig. 10, Fig. 11 and Fig. 12 provide the evolution of fair
accuracy for varying cluster configurations and the CIFAR-
10, Imagenette, and Flickr-Mammals datasets, respectively. To
compute the fair accuracy, we use α = 2/3. We observe that
for all datasets and cluster configurations, FACADE achieves
the highest fair accuracy.

APPENDIX E
EXPERIMENTAL RESULTS FOR THE FLICKR-MAMMALS

DATASET

In this section, we provide additional plots for the more
challenging Flickr-Mammals dataset. Fig. 13 shows the average
test accuracy for the majority and minority clusters, for different
cluster configurations and on the Flickr-Mammals dataset.
Fig. 13a reveals that FACADE for a 8:8 cluster configuration
after T = 1200 reaches higher test accuracy than baselines,
both for the minority and majority cluster. Fig. 13b shows that
for a 14:2 cluster configuration, FACADE achieves comparable
test accuracy for the majority cluster but shows a significant
improvement in test accuracy for the minority cluster: 49.7%
for EL against 59.6% for FACADE.

Fig. 14 shows the fair accuracy obtained on the Flickr-
Mammals dataset, for varying cluster configurations and
algorithms. In both cluster configurations, FACADE achieves
the highest fair accuracy. This is in line with the results reported
in Sec. V-C for the other datasets.

Fig. 15 shows the DP and EO obtained on Flickr-Mammals,
for varying cluster configurations and algorithms. FACADE
shows comparable DP performance to EL in an 8:8 cluster
configuration. However, FACADE achieves a lower EO score
EO than EL and DAC in a 14:2 cluster configuration. In the
same configuration, DEPRL achieves the lowest EO score,
which is in line with the results reported in Sec. V-D.

APPENDIX F
NOTES ON FACADE CLUSTER ASSIGNMENT

We mentioned in Sec. V-G that FACADE sometimes fails
to assign nodes to the correct cluster. In this section, we
provide additional insights into the concept of settlement in
our algorithm. In FACADE, a scenario can arise where one
or more heads consistently outperform the others across all
nodes. When this happens, only the superior heads are selected,
causing the other heads to be ignored and never be updated
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TABLE I: Summary of datasets and parameters used to evaluate FACADE and DL baselines.

DATASET NODES MODEL MODEL PARAMS. LEARNING RATES

EL DAC DEPRL FACADE

CIFAR-10 [8] 32 CNN (LeNet [7]) 120k η = 0.05 η = 0.005 η = 0.01 η = 0.01
Imagenette [42] 24 CNN (LeNet [7]) 250k η = 0.001 η = 0.001 η = 0.0005 η = 0.0003

Flickr-Mammals [41] 16 ResNet8 [46] 310k η = 0.1 η = 0.3 η = 0.1 η = 0.3
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Fig. 10: Fair Accuracy (↑ is better) obtained on CIFAR-10.
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Fig. 11: Fair Accuracy (↑ is better) obtained on Imagenette.

throughout the learning session. This situation is referred to as
the algorithm not settling. Figure 16 illustrates this behavior,
with an example where FACADE did settle (Fig. 16a and another
where it did not (Fig. 16b).

We empirically observed that the probability of not settling
is higher when the cluster sizes are more imbalanced. When
the algorithm does not settle, it cannot fully exploit its potential
and results in sub-optimal model utility and fairness. However,
it is important to note that not settling is not a catastrophic
issue. In such cases, performance in the worst case drops to the
level of EL, and a simple change of seeds is usually enough
to achieve settlement.

To mitigate the risk of not settling, we employ several
strategies. First, with careful selection of model hyperpa-
rameters, we can reduce the likelihood of this occurrence.
Another effective strategy is to initiate the training with a few
rounds of EL, where all heads share the same weights before
transitioning to independent parameters for each head. This
initial shared training phase is particularly crucial during the
early stages of the algorithm when the models are still largely
predicting randomly. During this phase, one head can easily

capture a better data representation and quickly outperform
the others. By beginning with shared training, the core and
heads develop a solid data representation foundation. When
the heads eventually train independently, it becomes easier
for each to specialize in a specific cluster’s data distribution,
thus stabilizing the training process. These techniques proved
effective in stabilizing the training process and enhancing
the overall performance of FACADE. By incorporating initial
shared training, we significantly reduced the likelihood of the
algorithm failing to settle, thereby maximizing its potential.

APPENDIX G
ADDITIONAL EXPERIMENTS WITH LABEL HETEROGENEITY

Our experiments in Sec. V focus on evaluating FACADE and
baselines with feature heterogeneity by introducing a covariate
shift through image rotations. In line with related work [12], we
also evaluate the performance of FACADE and baselines with
label heterogeneity where different nodes have different labels.
We use the CIFAR-10 dataset and consider a two-cluster setup
where nodes in the first cluster get assigned images of vehicles
(corresponding to the classes CAR, PLANE, etc.) and nodes in
the second cluster images of animals (corresponding to the
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Fig. 12: Fair Accuracy (↑ is better) obtained on Flickr-Mammals.

TABLE II: Summary of experimental results on the CIFAR-10 dataset.

CONFIG ALGORITHM ACCMAJ↑ ACCMIN ↑ ACCALL ↑ DEMO. PAR. ↓ EQU. ODDS ↓ ACCFAIR ↑

16
:1

6

EL 64.03±0.54 63.80±0.42 63.91±0.43 0.0032±0.0007 0.0204±0.0038 75.87
DAC 63.82±1.34 63.79±1.43 63.81±0.31 0.0065±0.0008 0.0402±0.0057 75.86
DEPRL 55.51±0.34 55.50±0.29 55.50±0.26 0.0020±0.0004 0.0099±0.0026 70.33
FACADE 69.50±0.32 69.61±0.20 69.55±0.25 0.0060±0.0015 0.0267±0.0079 79.67

24
:8

EL 69.13±0.45 54.76±0.59 65.53±0.31 0.0103±0.0012 0.1596±0.0097 69.84
DAC 69.88±0.28 51.30±1.31 65.24±0.19 0.0131±0.0015 0.2067±0.0175 67.53
DEPRL 57.40±0.13 54.21±0.24 56.60±0.15 0.0030±0.0003 0.0361±0.0013 69.48
FACADE 71.61±0.27 66.81±0.34 70.41±0.29 0.0079±0.0025 0.0582±0.0033 77.87

30
:2

EL 71.99±0.70 38.77±0.62 69.91±0.67 0.0306±0.0014 0.3693±0.0081 59.18
DAC 72.21±0.24 34.94±0.72 69.88±0.25 0.0340±0.0027 0.4143±0.0075 56.63
DePRL 58.47±0.59 52.56±0.78 58.10±0.57 0.0047±0.0013 0.0684±0.0072 68.37
FACADE 73.32±0.15 59.96±0.72 72.48±0.19 0.0086±0.0026 0.1491±0.0059 73.31

TABLE III: Summary of experimental results on the Imagenette dataset.

CONFIG ALGORITHM ACCMAJ↑ ACCMIN ↑ ACCALL ↑ DEMO. PAR. ↓ EQU. ODDS ↓ ACCFAIR ↑

12
:1

2 EL 66.43±0.56 66.85±0.67 66.64±0.59 0.0033±0.0008 0.0208±0.0035 77.62
DAC 65.73±0.73 64.45±0.54 65.09±0.47 0.0054±0.0004 0.0286±0.0036 76.30
DePRL 43.14±1.00 43.49±1.20 43.31±1.07 0.0078±0.0016 0.0319±0.0039 62.10
FACADE 68.18±0.35 68.59±0.34 68.39±0.27 0.0050±0.0010 0.0239±0.0035 78.78

16
:8

EL 69.69±0.27 60.21±0.44 67.32±0.29 0.0121±0.0008 0.1061±0.0050 73.48
DAC 68.55±0.62 56.92±1.32 65.64±0.57 0.0136±0.0019 0.1299±0.0176 71.28
DePRL 43.40±0.79 43.09±1.22 43.33±0.89 0.0096±0.0025 0.0361±0.0060 62.06
FACADE 69.61±0.37 66.44±0.19 68.82±0.30 0.0054±0.0011 0.0397±0.0014 77.63

20
:4

EL 70.17±0.28 56.06±0.56 67.81±0.33 0.0186±0.0006 0.1566±0.0026 70.71
DAC 69.05±0.74 50.93±1.65 66.03±0.45 0.0226±0.0039 0.2009±0.0249 67.29
DePRL 43.67±1.01 42.64±1.16 43.50±1.02 0.0090±0.0024 0.0388±0.0078 61.76
FACADE 69.61±0.46 64.15±0.39 68.70±0.42 0.0064±0.0015 0.0630±0.0057 76.10

TABLE IV: Summary of experimental results on the Flickr-Mammals dataset.

CONFIG ALGORITHM ACCMAJ↑ ACCMIN ↑ ACCALL ↑ DEMO. PAR. ↓ EQU. ODDS ↓ ACCFAIR ↑

8:
8

EL 59.97±0.23 59.92±0.22 59.94±0.19 0.0006±0.0001 0.0094±0.0014 73.28
DAC 60.56±0.60 59.94±0.32 60.25±0.33 0.0016±0.0002 0.0203±0.0012 73.29
DePRL 44.92±0.61 45.61±1.23 45.26±0.85 0.0047±0.0004 0.0373±0.0039 63.28
FACADE 65.50±0.55 64.92±0.41 65.21±0.47 0.0035±0.0001 0.0467±0.0018 76.62

14
:2

EL 64.92±0.21 49.71±0.20 63.02±0.17 0.0057±0.0002 0.1349±0.0034 66.47
DAC 66.11±0.46 46.70±4.75 63.68±0.63 0.0067±0.0010 0.1836±0.0409 64.47
DePRL 45.69±0.82 45.91±0.79 45.72±0.81 0.0072±0.0005 0.0644±0.0027 63.80
FACADE 67.63±0.49 59.55±1.06 66.62±0.56 0.0058±0.0004 0.1077±0.0109 73.03
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Fig. 13: Average test accuracy for the nodes in the majority
cluster (left) and those in the minority (right) obtained on Flickr-
Mammals (↑ is better), for different cluster configurations.

63.363.8
73.3

64.5
73.3

66.5
76.673.0

0

20

40

60

80

14:2 8:8
Cluster Configurations

Fa
ir 

A
cc

ur
ac

y 
[%

]

DAC DEPRL EL FACADE (ours)

Fig. 14: Highest observed fair accuracy for Flickr-Mammals,
for varying cluster configurations and algorithms (↑ is better).
To compute the fair accuracy, we use α = 2/3.
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Fig. 15: Boxplot of demographic parity (left, ↓ is better) and
equalized odds (right, ↓ is better) obtained on Flickr-Mammals,
for varying cluster configurations and algorithms.

classes DOG, CAT, etc.). Within each cluster, we uniformly
divide these images across the nodes in the cluster. Consistent
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Fig. 16: The evolution of training loss (↓ is better) on the shared
core and each of the three model heads, averaged across nodes
within the same cluster. The top plot illustrates a case where
FACADE successfully settled, meaning all nodes within the
same cluster favor the same model, and no nodes of another
cluster picked it. The bottom plot shows a case where the
algorithm did not settle, resulting in all nodes from clusters 1
and 2 selecting and training the same model (model 0). We
observe that model 1 is not selected at iteration 80, indicating
it will no longer be chosen, as it will not be trained and thus
will not improve on any distribution.

with our experiments in Sec. V-B, we consider three cluster
configurations with cluster size ratios of 16:16, 24:8, and 30:2.
Since there are more classes of animals as compared to vehicles
in CIFAR-10, this experiment also incorporates heterogeneity
in terms of the number of samples at each node.

Fig. 17 shows the average test accuracy for each cluster
for the CIFAR-10 dataset as model training progresses for the
three considered cluster configurations. The test accuracy of
the majority and minority clusters is shown in the left and right
columns, respectively. In all cluster configurations, we observe
equal performance of FACADE and DAC. Additionally, EL
reaches similar performance to both FACADE and DAC in the
30:2 cluster configuration (Fig. 17c, left) but converges slower.
While DAC shows competitive performance for nodes in the
minority cluster in the 16:16 setting, its achieved accuracy
drops significantly when cluster sizes are very imbalanced
(Fig. 17c, right). Both EL and DAC exhibit unpredictable
performance in this setting and fail to converge. In this scenario,
FACADE achieves the highest accuracy for nodes in the
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Fig. 17: Average test accuracy for the nodes in the majority
cluster (left) and those in the minority (right) obtained on
CIFAR-10 (↑ is better), for different cluster configurations and
with label heterogeneity.

minority cluster: 51.2% test accuracy after 1200 communication
rounds. In contrast, DEPRL achieves 48.1% test accuracy
after 1200 communication rounds. Thus, FACADE attains high
test accuracies for nodes in all clusters and across all cluster
configurations.

Fig. 18 shows the highest obtained fair accuracy for CIFAR-
10, for the different cluster configurations, baselines, and
with label heterogeneity. In line with our other experiments,
we use α = 2/3 to compute these fair accuracies. FACADE
reaches competitive fair accuracy for the 16:16 and 24:8 cluster
configurations. FACADE, however, achieves the highest fair
accuracies for the 30:2 cluster configuration: 67.7% compared
to 65.5% for the DEPRL baseline.

APPENDIX H
ADDITIONAL EXPERIMENTS WITH COLOR SHIFTING

We next experiment with CIFAR-10 and a different source
of feature heterogeneity than rotation by applying three color
filters to training images and leaving the images in one cluster
untouched, effectively creating four clusters. We apply the
grayscale, sepia, and high saturation filters to each cluster and
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Fig. 18: Highest observed fair accuracy for CIFAR-10, for
varying cluster configurations and algorithms (↑ is better) and
with label heterogeneity. To compute the fair accuracy, we use
α = 2/3.
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Fig. 19: Highest observed fair accuracy for CIFAR-10, for
varying cluster configurations and algorithms (↑ is better) and
with feature heterogeneity by appyling color filters. To compute
the fair accuracy, we use α = 2/3.

consider two cluster configurations: 8:8:8:8 (balanced) and
20:6:4:2 (imbalanced).

Fig. 20 shows the average test accuracy for each cluster for
the CIFAR-10 dataset as model training progresses for the two
considered cluster configurations. After 1200 communication
rounds, FACADE reaches the highest test accuracy for all cluster
configurations and settings, except in the presence of the sepia
filter in the 20:6:4:2 configuration. However, the difference in
test accuracy compared to DAC is small: around a half percent
point. In line with our observations in Sec. V, the accuracy
increase of DEPRL stalls after a few hundred rounds. We also
observe that the convergence of FACADE is slightly slower
than DAC, yet both approaches attain comparable final test
accuracy.

Fig. 20 shows that FACADE and baselines, compared
to Fig. 3, have relatively good performance across all clusters
and cluster configurations. We believe this is because cluster-
based training when applying the chosen color filters is an
easier problem than when images are rotated. These color
filters result in feature variations that are less disruptive to the
underlying spatial structure of the data compared to rotations.
Whereas rotations fundamentally alter the orientation of key
features, requiring the model to learn orientation-invariant
representations, color filters merely modify the intensity or
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color channels. The model can adapt to this more easily using
standard feature extraction layers. This is also evident from the
fact that the traditional baseline EL reaches a decent accuracy
across all clusters and configurations.

Fig. 19 shows the highest obtained fair accuracy for CIFAR-
10, for the different cluster configurations, baselines, and
with feature heterogeneity by applying color filters. With
both cluster configurations, FACADE achieves the highest fair
accuracy. In the balanced setting (8:8:8:8 cluster configuration),
FACADE obtains 69.6% fair accuracy compared to 68.8% for
DAC, the best-performing baseline. In the imbalanced setting
(20:6:4:2 cluster configuration), FACADE obtains 71.2% fair
accuracy compared to 70.7% for DAC. In summary, FACADE
outperforms the baselines in achieving a good model while
minimizing the accuracy difference across clusters.

APPENDIX I
FACADE AND PRIVACY

While our primary focus in this work is on improving fair-
ness, we acknowledge that privacy is a critical consideration for
DL systems [14], [38]. DL offers an additional level of privacy
protection compared to centralized approaches where data is
shared directly. However, parameter sharing in DL could still
leak information about training data, particularly in scenarios
with highly imbalanced clusters or when minority clusters are
small. Addressing privacy concerns is an important direction
for future work. Techniques such as differential privacy [39],
[68] or secure aggregation [69] could be incorporated into
FACADE to mitigate such risks. We leave studying the privacy
risks of fairness-enhancing techniques such as FACADE for
future work.
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(a) 8:8:8:8 cluster configuration
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(b) 20:6:4:2 cluster configuration

Fig. 20: Average test accuracy for the nodes in different clusters obtained on CIFAR-10 (↑ is better), for different cluster
configurations and with feature heterogeneity through color shifting.
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